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EDITORIAL

Vol 2, No 1,  July 2016, PP 1

Mehmet Aydeniza, Lynn Hodgea, Gokhan Kayab

aThe University of Tenesse, Knoxville, USA

bKastamonu University, Turkey

We are pleased to share with you the third issue of the Journal of Research in STEM Education, J-STEM.  In 
this issue we publish four studies, each with unique contribution to the field.  

Williams and Mangan (2017) the results of a study in which they designed an intervention for young 
professional technologists, engineers and scientists (known as ambassadors) to visit schools and carry out a 
variety of interventions to educate and encourage students to choose STEM careers in New Zeeland. 

The second article written by Yasar (2017), Epistemological, Psychological, Neurosciences, and 
Cognitive Essence of Computational Thinking provides a motivating and provocative argument about 
the conceptualization of Computational Thinking (CT). He draws from epistemology, psychology and 
neuroscience literature to advance his argument and call for conceptualizing of CT. He raises some important 
questions about the direction the field is taking.

Gale and colleagues (2017) report on the outcomes of a project in which they made middle school students 
use LEGO robotics to complete a series of investigations and engineering design challenges to deepen their 
understanding of key force and motion concepts (net force, acceleration, friction, balanced forces, and inertia) 
at Georgia Tech.

Finally, Ting (2017) proposes a model for implementing STEM in the classroom based on an engineering 
design perspective and for the purpose of students to acquire real-world problem-solving skills by engaging 
them in an engineering design process, in which students use the technology tools of graphic-based 
programming.

Collectively these studies, present unique perspectives, models and raise important questions about ways in 
which we can advance the field. These ideas contribute to ongoing efforts to further make sense of STEM as 
an integrated concept and as distinct content areas that share common dispositions and practices.
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RESEARCH REPORT

The Effectiveness of Using Young Professionals to Influence STEM
Career Choices of Secondary School Students 

P John Williamsa1, Jenny Mangan b

aCurtin University, Australia; bUniversity of Waikato, New Zealand

Abstract: There is a concern in many countries that secondary school student interest in careers in the STEM 
areas is declining. In response, a program has been developed in New Zealand for young professional technologists, 
engineers and scientists (known as ambassadors) to visit schools and carry out a variety of interventions to educate 
and encourage students to choose STEM careers. The interventions include careers talks and classroom activities, 
organized by regional facilitators who are employed by the Institution of Professional Engineers New Zealand 
(IPENZ) to co-ordinate the programme across New Zealand.

The goal of this research was to ascertain whether ambassador interventions are influential on students’ attitudes 
to careers and curriculum choices in school. The objectives were 1) To investigate the impact of the interventions 
on students’ views and perceptions of STEM careers; and 2) To discover any specific factors that must also exist in 
a given context for an intervention to be effective.

The main finding was that the ambassador interventions were influential on student career decision processes, 
though not all students were influenced. The facilitators work effectively in recruiting, training, organizing and 
supporting the ambassadors, and the ambassadors belief in the value of what they are doing helps ensure effective 
interventions.

The research outcomes are presented as a range of recommendations.

Keywords: Formative assessment, dialogic classroom, feedback, responsive teaching

There is general concern in many countries that declining numbers of young people are choosing 
a tertiary education in science, technology, engineering and maths, and this will result in downward 
trends in economic indicators. Aligned with advances in technology that are increasing ubiquitous and 
disruptive, the need for a highly trained STEM workforce and a STEM literate population are perceived as 
essential (Commonwealth of Australia, 2015; International Technology Education Association, 2009).

In many countries, organizations have been established to coordinate the significant range of activities 
related to the promotion of STEM (Australia’s Chief Scientist; US Government Committee on Science, 
Technology Engineering and Math Education; UK Science, Technology, Engineering and Mathematics 
Network (STEMNET)) in order to develop synergies between the activities and so attempt to maximize impact. 

In New Zealand, and in other countries, this concern has resulted in a range of STEM initiatives to: 
address low numbers of students entering engineering (Johnson and Jones, 2006; Joyce, 2014), clarify and 
enhance the STEM pipeline from secondary to tertiary education (Strawn & Livelybrooks, 2012), provide 
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teacher professional development focussed on STEM (National Education Association), develop STEM 
curriculum materials (see for example stem.org.uk), as well as other initiatives designed to facilitate innovation 
and creativity in education, business and industry and to streamline the commercialization of research. 

The purpose of this study is to evaluate the effectiveness of a program in which early career  professionals 
in the STEM areas (ambassadors) visit schools to share with students the nature of their work and to engage 
the students in activities related to their career, in an attempt to encourage positive attitudes in school students 
toward careers in the STEM areas. 

Literature Review

In New Zealand, Jones (2012) has pointed out that it is important for governments to find ways 
to encourage able students into STEM subject areas, as well as create an environment where scientists and 
engineers are valued within society. Declining popularity of engineering degrees among undergraduates in 
Australia and New Zealand is a trend duplicated in the United States and in most Western European countries. 
This shortage concern is increasingly widespread, particularly in industrialised countries (Sjøberg, 2010). In 
Europe, Bowen Lloyd & Thomas (2003) found most Year 12 students had little perception of engineering as a 
career option and had received little or no advice about the engineering profession. Furthermore, as a result of 
poor careers advice, students who had expressed an interest in engineering were often not studying relevant 
subjects to make them eligible for entry into an engineering degree.

It was reported in New Zealand media (New Zealand Herald, 2013) that “the shortage of engineers is 
the consequence of a long-term under-investment in engineering graduates. The percentage of total graduates 
who choose engineering is lower in New Zealand - 6 per cent - than any other country in the OECD, which 
averages 13 per cent.” Although the importance of STEM for the foundation of society as well as for everyday 
life has continued to grow, the gap between the understanding of STEM from creators of technology (engineers) 
and technology consumers and users has widened. This gap is also reflected in young people’s understanding of 
what scientists and engineers actually do. In addition, there is a strong international trend to negative attitudes 
towards STEM education in secondary students from Western developed countries (Sjoberg & Schreiner, 2010).

The five year UK based Aspires project (Archer, DeWitt, Osborne, Dillon, Willis & Wong, 2013) 
revealed understandings about the development of young people’s (10-14 year olds) aspirations to science 
related careers. They found that of this group only 15% aspire to become a scientist, in a context where there 
is no evidence of a poverty of aspirations, and widely held positive views about studying and learning science. 
Family and friends were found to play a key role influencing students’ aspirations, and most are not aware of 
where science can lead after school.

Careers in STEM tend to become less appealing as students progress through their schooling 
(Baram-Tsabari et al., 2009) and many programs have been developed in an attempt to encourage positive 
attitudes toward STEM careers (Baker, 2013; Fadigan & Hammrich, 2004). In an Inquiry-based Science and 
Technology Enrichment Program analysed by Kim (2015), 83% of the middle school-aged girls involved 
said that their interest in science changed from negative to positive, indicating that even short (1 week) 
targeted interventions can have an effect. A longer term project in which high school students finish their 
last 2 years of high school in conjunction with their first 2 years in college indicated that participants had 
STEM dispositions more similar to STEM education professionals (Christensen, Knezek & Tyler-Wood, 2014).

When mentors employed in the STEM areas interact with students, there are indications that students 
are positively influenced toward STEM careers. At the King David School in Australia a mentor program has 
positively influenced student attitudes toward STEM (Cerovac, 2013). A one day event for middle school students 
at the Princeton Centre for Complex Materials resulted in more positive attitudes toward science and scientists 
(Greco and Steinberg, 2011). So there are indications that targeted interventions have an effect on student attitudes. 

The Futureintech program in New Zealand has a clear objective to bridge this gap and help students 

Williams & Mangan
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develop positive attitudes toward STEM. A significant part of the Futureintech program is the interventions 
in schools carried out by ‘ambassadors’ who are practising scientists, technologists and engineers. Previous 
research into the effectiveness of the ambassadors’ interventions (The University of Auckland, 2007; Robertson 
& Bolstad, 2010) provided a range of conclusions. These included that teacher demand for interventions 
is approaching the programme’s capacity in the large urban areas of Auckland and Christchurch; STEM 
careers interventions are likely to have greatest impact on students’ education/career decisions when 
delivered before age 14; students are deciding whether or not to continue with STEM subjects before Year 
10; student attitudes to ongoing science learning are likely to consolidate in Years 7-8; students’ decisions 
about whether or not to continue with STEM subjects are significantly influenced by their family, and Year 
12-13 students who are studying STEM subjects need specific information to make further study choices.

The research described in this paper was conducted in order to interrogate the views of the students, to 
a greater degree than this earlier research, on the impacts of the interventions on their interest in STEM careers, 
and to discover any specific factors that must exist in a given context for a Futureintech intervention to be effective. 

Research Paradigm

This research uses an interpretivist paradigm (Denzin & Lincoln, 2000) which is supportive of 
constructivist philosophical approaches. Such approaches share the notion that reality is a social construction, 
created by members of a community, and that lived experiences need to be understood from the perspective of 
the participant observer. 

This evaluation research, carried out in an education context, is infused with a multitude of human 
values and beliefs, and appropriately so within a constructivist framework. The researchers strove for the 
representation of all stakeholder views in a fair and balanced way. As constructivist researchers, there is a 
recognition that “truth is greatly constrained by the time, context and particular experiences of the stake 
holding community that generated it” (Guba & Lincoln, 2004, p. 231).  

Consequently, because of the situated nature of the study, no attempt is made at generalization by the 
researchers. This does not mean that the findings and recommendations are not useful to other practitioners in 
other contexts, but it is up to the reader of this research to determine its applicability to their context.

Methodology 

There are many approaches to evaluation research (Mathison, 2004; Fleet (2001) but two 
broad categories are those commonly recognized as formative and summative. A formative evaluation 
is a method for judging the worth of a programme while the programme activities are in progress. 
According to Boulmetis and Dutwin, (2005), formative evaluation is an on-going process that allows 
for feedback to be implemented during a programme cycle. Summative evaluation is a method of 
judging the worth of a programme at the end of the programme activities. This research utilizes a mix of 
summative and formative evaluation research strategies, contextualized in this research in Figure 1.

Research Questions

The main research question was:

Are ambassador interventions more or less influential on students’ attitudes and choices related to 
STEM careers?

And the subsidiary question was:

Are there any specific factors that must also exist in a given school/class for an intervention to be 
effective?   
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Figure 1. Methodology adapted from mixed-methods convergent parallel design 

Participants

There were five groups of participants in the research: 

Facilitators :  IPENZ staff, who organised and facilitated the ambassador intervention programme.

Ambassadors :   experts from industry, who give their time to provide presentations and workshop activities.

Teachers :  classroom teachers, who provided the facilities and timetable release for students to attend 
the interventions.

Students :  school children, who participated in the interventions offered.

Researchers : the evaluation experts, who attended the scheduled interventions and evaluated the 
programme.

Table 1 summarises the characteristics of the schools and the number and year of the students that were 
involved in the school visits observed by the researchers.
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Table 1. 

Characteristics of schools and participants.

Location Type* Decile# School
Population Year Students

In activity Activity

urban sec 1 1313 9 40 Career talk  & technology challenge
urban sec 1 1313 10 20 Career talk  & technology challenge
urban sec 1 1200 12 30 Career talk  & technology challenge
urban inter 6 628 7 30 Career talk & process flowcharting
rural Sec 2 424 12 23 Talk on algebra use in engineering
urban prim 1 627 7 39 Experiments related to acids & bases
urban prim 1 630 8 70 Experiments related to acids & bases
urban sec 1 1581 13 17 Talk on Antarctica.
urban sec 8 2167 13 18 Career talk
rural sec 2 760 8 20 Programmable Xmas Tree activity
urban sec 6 1219 13 17 Career talk by 2 engineers

urban sec 10 2553 10 30 Career talk by 2 engineers

rural inter 9 699 13 24 Career talk

*Schools are classified as primary (year 1-8), intermediate (year 7-8) and secondary (year 9-13).

# All schools are rated in a socio-economic band where 1 is the lowest and 10 is the highest.

Data collection

An interpretative approach to the perceived reality, which is co constructed within a community, 
influenced the research questions; the choice of research methodology; and the methods of data collection, 
generation and analysis. The evaluation methodology utilised in this report was designed to inform both 
formatively and summatively through data collection, analysis and reflection. 

The thirteen interventions which are the subject of this study were attended by over 350 students across 
intermediate, secondary and primary schools located in North, Central and Southern regions of New Zealand. 
Ethics permission was sought and gained from all participants, including the parents/guardians of underage 
students. Interviews were conducted with focus groups (4-6) of students at all thirteen interventions. In-depth 
interviews were conducted with five facilitators, twenty one ambassadors and thirteen teachers. All interviews 
were audio recorded and transcribed into MS Word documents.

The project comprised multiple forms of data collection, including: 

• Pre-intervention, semi-structured focus group interviews with students;  

• Post-intervention, semi-structured focus group interviews with  students; 

• Post-intervention, interviews with ambassadors;  

• Pre-intervention, interviews with teachers; 

• Post-intervention, interviews with teachers;  

• Pre-intervention, semi-structured interview with facilitators; 

• Post-intervention, semi structured interview with facilitators; 

• Intervention observational field notes; 

• School brochure/prospectus;  
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• Principal semi-structured interview; 

• Copy of ambassador PowerPoint. 

Researcher observation of the intervention programme was an important source of qualitative data 
for evaluation. The main purpose of the observation was to obtain a thorough description of the intervention 
programme including the activities, and the involvement of the participants. It involved careful identification 
and description of relevant human interactions and processes.

 Semi-structured interviews involved the preparation of an interview guide that listed a pre-determined 
set of questions or issues that were to be explored during the interviews. This guide served as a checklist during 
the interview and ensured that basically the same information was obtained from a number of people. Flexibility 
was possible as the order and the actual wording of the questions was not determined in advance, and within 
the list of topic or subject areas the interviewer was free to pursue certain questions in greater depth. The 
advantage of the interview guide approach is that it makes interviewing of a number of different persons more 
systematic and comprehensive by delimiting the issues to be taken up in the interview. Logical gaps in the data 
collected can be anticipated and closed, while the interviews remain fairly conversational and situational. 

Focus group interviews were conducted with small groups (4-6) of students, who were asked to reflect 
on the questions asked by the interviewers, provide their own comments, listen to what the rest of the group 
had to say and react to their observations. They were interviewed before and after the ambassador’s visit where 
the timetable permitted such access. It was attempted to ensure that at least some of the same students were 
included in both the before and after groups. The focus groups were either purposively selected on the basis of the 
teacher’s recommendation, or conveniently selected in terms of who was available within the school timetable 
restrictions. The main purpose was to elicit ideas, insights and experiences in relation to the interventions they 
experienced. The researchers acted as facilitators by introducing the subject, guiding the discussion, cross-
checking each other’s comments and encouraging all members to express their opinions. 

The researchers supplemented the observation notes and interviews with documentary material, 
namely the school brochure which provided a record of the demographics of the school, and a copy of the 
ambassador PowerPoint which served as a record of the nature of the intervention.

Findings 

In order to provide a clear understanding of the nature of the intervention activity, it will be presented 
in a chronology of preparation for the intervention and then the intervention itself, and then these elements will 
be integrated in the discussion and conclusion in order to answer the research questions.

Preparing for the Intervention

There is a general approach taken to establishing a school visit by an ambassador. The facilitator gets 
agreement from the ambassador a month or so before the visit. Then two weeks and again two days prior, 
information related to the details of the school location and access are sent and copied to the teacher.

Some facilitators work very closely with specific schools to the extent that the school teacher selects the 
ambassadors they want.

Each year, I work with the head of science and we kind of try and get to as many of the senior science 
classes as we can, so I probably have six to eight ambassadors that do multiple talks to different classes. I 
plan it out with the HOD and he chooses the ambassadors that he wants, I give him a list of some of the 
potential people and then he picks from those and then I set it up.

The general attitude of facilitators is that they are happy to support the curriculum, but the main 
purpose is to promote career awareness. One ambassador had received a list of topics from the teacher that the 
students had studied so far this year, and he used that as a reference in his presentation: 
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Cause yeah, I thought okay, they’ve learnt about this, maybe we should show them how it works in the 
real world. 

The students then seemed to more easily relate to the presentation because of the link it provided with 
their previous studies.

However, few of the teachers interviewed had done any significant preparation for the intervention visit 
other than organizing the time and location, even though they recognized that the integration of the content 
of the ambassador visit into their lesson planning would have advantages. Some indicated that in the following 
year they would plan the time of the ambassador visit to align with the student subject selection process, in an 
attempt to increase their enrolments in upper school science subjects.

Student anticipation of what the session was going to focus on depended on the extent to which the 
teacher had prepared the class for the visit, so consequently varied from ‘no idea’ to a quite specific anticipation 
such as ‘We’re building an electronic Christmas tree’. The majority of students who had some idea of what the 
visit was going to be about had pre-conceptions related to content (engineering, physics, food, bio-robotics) 
rather than careers. 

About half of the students interviewed before the visit had not done any preparation for the ambassador 
visit. The majority of those who had done some preparatory work had been asked to think of some questions 
that they might like to ask the ambassador. Others seemed to have done some preparatory work, either with a 
focus on careers, or on content:

We did something yesterday - we just looked at some jobs in biology, like if you’re doing biology.

We also read, like a booklet, and it tells you about what jobs can you do. 

There was no obvious indication that this type of superficial preparation had any effect on student 
engagement during the intervention, nor on a more positive interest in STEM careers. However, in those classes 
in which the teacher had more thoroughly integrated  the intervention (for example including a follow up 
questionnaire, and integrating it with course content) it was obvious to the observers that the students were 
more engaged during the intervention, and the teachers reported that the students were more impacted by the 
STEM career message.

As would be expected in the case where most of the ambassador visits were to science classes, the 
majority of the students favoured science related subjects, as shown in Table 2. 

Table 2.

Students’ favourite subjects

Subject %
Sciences 26
English 12
Maths 19
Art / drama 12
Technology 12
PE 11
Other (sport, economics, history) 8

Despite the feeling of the teachers and facilitators that an ambassador visit, which was aligned with the 
curriculum currently being studied, would have more impact on students than a single unrelated visit, there 
was no consistent effort to ensure that there were links between the curriculum and the topic of the ambassador 
visit.
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The Intervention

There were some teachers who seemed to be using the experience as a ‘filler’ or an excuse for a change 
of routine. These teachers tended not to get involved in the presentation and either sat at the back of the room 
or used the time to catch up on other things.

… ‘cause we’re towards the end of the year, we’ve kind of finished all our external prep and we’ve just got 
an internal [activity] left to do with my year thirteens for sort of a bit of a break at the end of the week; on 
a Friday it’s sometimes difficult to get them doing anything, so I think they’re happy to sit there and have 
a listen, yeah.

The researchers observed that the students seemed to be more focussed and engaged in those 
interventions with which the teacher was involved.

Cool, awesome, interesting, good, and enjoyable were the most common adjectives used by students to 
describe the ambassador visit. There were no negative responses from the students related to the visits, which 
could be because the students with negative feelings remained quiet, but it seemed to the researchers that the 
students were quite disclosing in their feedback. One student did comment, with some surprise, that, unlike 
some other presentations, this one was not boring, and was actually good compared with the others. 

Some of the students went a little deeper in the post-visit discussion, and indicated that it was 
engagement with the activities that was the most positive feature for them.

I liked the fact that she got us really involved; like, sometimes when you find stuff like that you don’t get 
very involved but like all the class and stuff that we have had have been like really involving us.

Other students responded more to the career related goals of the visit, and thought it was those aspects 
which made the presentation positive for them.

It kind of gave some insight into how many different - like, how different skills go into his job kind of like 
the different types of stuff that go into what he does like in management and engineering and that kind of 
stuff.

Some students found the specific job that was discussed interesting, or information about the specific 
job was aligned with their interests.

It was a very interesting job, the way how they managed to get something as simple as sand and turning it 
into something that could change the world.

A number of students mentioned that a memorable aspect of the presentation was how the job 
information was related to the broader context, and often it was an environmental/ sustainability context that 
appealed to them.

I think it was really cool and I liked seeing what they did in their jobs and how it affects the environment 
and how they did it.

It’s cool to see like, what elements are in like, around the world in the environment and how you could use 
those to benefit our lives.

There were two broad categories that summarized what the students felt were the best parts of the 
presentations: one related to the physical or practical aspects (the machine, the dry ice, the structure, the bubble 
stuff, etc.); the second, and less significant category was about the job – learning about it, how many jobs there 
are, all the different things she got to do. A not uncommon response was: I just liked all of it.

When asked what could have been better about the program, a range of responses were recorded, 
but this was mostly in a positive and constructive context, and about 30 percent of student interviewees 
indicated that there was nothing that could have been done better. While many of the ambassador visits were 
accompanied by some kind of activity, some were just a discussion based around a PowerPoint presentation, 
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and some students felt that there should be some activity associated with this kind of visit, and reported that 
this would make it more engaging.

A quite common theme from students in different schools after the presentations was that engineering 
seemed like fun: engineering sounds fun. This perception, however, did not always translate into career affinity: 
It’s really fun but I don’t think I’ll be able to do, like, be able to do it myself.

Of those students who indicated that the presentation had influenced them to consider a STEM career, 
their reasons were as various as the number of students. 

Oh yeah, ‘cause I wanted to do law and that but that doesn’t really involve maths but I like maths, and 
engineers involve that, engineering and that involves maths so I might look towards that.

I’m still not exactly sure what I want to do but it does give me some idea where I want to kind of be.

A number of ambassadors incorporated some form of related activity within their presentation, and 
they had various goals in mind with that approach. One just wanted the students to have a positive STEM 
related experience that they found interesting, and could take away a feeling of some success that they had 
achieved a technological outcome. Others recognized that students get more engaged with their presentation 
if there is an active element to it, thinking that this engagement would translate into a higher degree of impact 
about STEM careers.

Of the students interviewed, 65 percent stated that they were interested in a career in a STEM area. 
Their intentions varied from the general (something to do with science) to a quite specific career area (geologist, 
chemical processing engineer). Twenty percent of the students had career aspirations in areas other than STEM, 
and these spanned a broad spectrum from rugby player, actor, teacher, and ‘something in commerce’. There 
were a number of students who had ideas which were clearly unresolved:

I want to be an actor or someone who studies cancer and stuff like that to find cures for cancer.

And I’m probably looking at commerce now, but that’s changed throughout the year - I was looking at civil 
engineering at the start of the year.

It’s sort of a process of elimination for me - I didn’t really want to do med, I’m not particularly interested 
in law so ... yeah. It’s engineering.

Because I was planning on trying to be an author or an English teacher but the thing was, I like science, 
okay, so I’m like maybe yes, maybe no, I’m not sure yet.

For many of these students it seemed that they needed assistance and more information in order to 
help them clarify their career aspirations. Of the students interviewed, 15 percent were not sure what career 
they wanted to pursue.

For almost all students, their reference point for their career aspirations was what they enjoyed, and 
that became the basis of their (sometimes rather vague) career direction. For example:

I really enjoy maths and science.

I find maths a little bit boring.

I’ve kind of always been interested in programming.

I’ve just always really liked science. 

I just like it and I want to do psychology, [it’s] just interesting. 

Apart from 18 percent of students who didn’t know where to go for more career information, students 
indicated there was a wide range of sources of information (Figure 3) for career advice. 

Williams & Mangan



Journal of Research in STEM Education

© i-STEM 2015, j-stem.net 11

ISSN:2149-8504 (online)

Table 3.

Sources of information for career advice

Information Source %
Don’t know 18
Careers Expos/days 15
School Careers Centre 9
Teachers 10
Professionals 10
Internet 17
Universities 5
Other (parents, brochure etc.) 16

Feelings about the optimum age of the students who benefit most from an intervention varied, but age 
was also recognized as critical:

Before their subject choice, they need to meet some people, so that’s why I’ve targeted either year nine, ten, 
sometimes eleven - before you split the sciences ‘cause that’s when you either shut down or remain open 
your science potential. 

Other facilitators felt that a range of age groups benefit for different reasons: 

I reckon the year seven, eights is crucial so that’s my next push, so I’ve got into most of the science classes 
at the junior level.

This same facilitator was also working with year 12 physics classes at a girls’ high school, and reported 
that the girls were very responsive: 

The girls were like, oh! We never knew, you know, everyone said I should do Health Science; well, actually 
I didn’t know about the engineering.

Despite the difficulty of evaluating the impact of ambassadors’ visits on career choice, facilitators were 
adamant that their main goal is to influence career choice. The facilitators considered that there are many 
variables that come together to make an intervention impactful on students’ attitudes to STEM careers, such as:

• Teacher interest – if an intervention is imposed on teachers it does not provide a context for maximum 
benefit.

• Integration with school curriculum – when school structures support the ambassador visit, the effects 
seem to be enhanced. At one school the teacher had integrated the ambassador’s presentation into 
the curriculum and had developed a questionnaire for students to complete in conjunction with the 
presentation. The ambassador recognized that this enhanced his presentation. At another school:

The Principal set up this last year where it’s project time for year nines on Thursday morning and project 
time for year tens on a Friday and the engineers will go in and look after them - they’ll mentor their kids 
with a specific teacher, that’s the same teacher each time. The Principal argues that these kids are very 
excited about working in computer science, software engineering or electronics as a result.

• Position within a broader context – if a school has a careers day or has a number of activities focussed 
on careers during a week; facilitators felt that this contextualization has more of an impact on students 
than a one-off presentation.

• Exposure to a number of ambassadors over time – some facilitators thought that a number of 
ambassadors’ visits over a period of time from a range of professional contexts provided students with a 
broader picture of STEM careers and so more adequately provided a range of contexts with which they 
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could identify.

• A series of activities – one facilitator attempted to organize the ambassador’s visit as just one part of a 
series of structured activities:

One period was spent browsing our websites and another period was listening to a couple of people from 
the industry, and another one is perhaps reading the brochures and answering questions and doing little 
group activities. 

• A long term project – in one city a company provided funding for electronics kits for students, which 
they work on over a period of time. The facilitator organizes for ambassadors to visit the students 
about once per fortnight, and sees this project as getting maximum benefit because of the emotional 
involvement by the students in being able to keep their programmable kits.

Commonly cited evidence for effectiveness was related to the developing numbers of ‘360 ambassadors’. 
These are current ambassadors who are working and engaged in the Futureintech programme, and can recall 
being directly influenced in their choice of career by an ambassador visit when they were in school. One 
facilitator recalled that there were about 35 of these 360 ambassadors.

I’ve got an ambassador who’s just started working. She finished uni last year, she was at ... where I ran 
some talks so the parents would go into a classroom and listen to some talks, and she was there with her 
mum listening to a foodie and said ‘That’s what I want to do’ and bam! She did it.

All of the ambassadors felt that they would have had an influence on at least some of the students, but 
not all, as it was often clear that in all groups there were at least some students who had a clear idea of their 
future career path. This was confirmed by the students, 25 percent of whom said the visit had no influence, 50 
percent said it was influential, and for 15 percent, it confirmed what they were already thinking. A significant 
proportion of both the NO and YES categories already had firm career ideas in mind prior to the program. 

Of the students who provided feedback through the interviews, 60 percent indicated in the pre-
intervention interview that they were considering a STEM related career, and 73 percent indicated this in the 
post-intervention interview. These were not always the same students in the pre and post interviews, so it is not 
a matched sample. However, even when interpreted cautiously, this is one indicator of the effectiveness of the 
intervention in this regard.

About 20 percent of students did not know where they would go to get more career information. The 
most common response from those who did have some idea was a teacher, generally, or a specific teacher 
such as physics. Other responses encompassed the predictable range of library, the careers room or teacher, or 
computers. In one school, there was a general consensus that the careers advisor is very condescending; she’s 
not that useful to be honest.

The ambassador visit met or exceeded the expectations of most of the teachers, the criteria being the 
level of engagement of the students. Engagement was most pronounced in those interventions that included 
hands-on activities.

Discussion

The researchers observed the variety and flexibility of the interventions conducted throughout New 
Zealand during the six month period of the research, both in terms of activity and also in age appropriateness. 
The form of the interventions varied from formal career talks and technology challenges, through to full day 
and extended project-based learning activities. Each intervention was professionally facilitated, all participants 
endeavoured to create an influential learning experience for the students involved. The interventions occurred 
in a variety of schools including single and coeducational, intermediate and secondary as well as a range of 
different socioeconomic ratings. The content areas of intervention included: civil engineering, mechanical and 
structural engineering, chemical engineering, water treatment engineering, electrical engineering, plant and 
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food research scientists, and transportation engineering.

The facilitators were enthusiastic, conscientious, knowledgeable individuals who are an essential major 
component in any successes achieved by the intervention programme. They attract new ambassadors; they 
liaise with the industry partners to ensure they have a good understanding of the important role they play in 
the success of the endeavours. They provide ambassadors and teachers with support pre- and post-intervention, 
which helps to avoid any potential problems or issues that could easily arise.

The majority of teachers observed during the evaluation period were willing and open to receiving 
the interventions. They endeavoured to meet the practical and logistical requirements that each different 
intervention required. The senior management of the schools played a minor role in the interventions, but the 
feedback from teachers indicated a positive supportive disposition towards the program.

The industry experts observed during the evaluation period were young enthusiastic ambassadors 
who have been generous with their time and support for the Futureintech programme. Each has commented 
positively about the intended outcomes and the personal benefits they received from giving of their time and 
energy.

The students have, in the main, been willing participants in the interventions: many have shown insight 
and appreciation for what has been done. The intervention programme was shown to be an effective model 
from the perspectives of all the participants involved.

Recommendations

While it is clear that the program does influence student career choices in STEM areas, not all the 
interventions were as successful as they could have been and some themes have emerged to inform the 
recommendations.

1. Students recalled prior ambassador visits positively, and were almost exclusively positive about 
the observed visits. Engagement was a key factor in their positivity, either through activities which 
were part of the presentation, or just through involvement in the presentation itself. In students’ 
suggestions about what could have been done better, engagement emerged again as a key criteria. 
As a result it was recommended that where possible the interventions contain both career talks and 
related practical activities with which students can engage, providing that the link between the two 
is made explicit (Millar, 2002).

2. Presentations that contextualized the ambassador’s career into a broader career context rather than 
focussing narrowly on their specific job, appealed to students and would also, potentially, appeal 
to a broader range of students. As a result it was recommended that the ambassadors discuss the 
range and opportunities of STEM related activities in their enterprise as well as the specifics of their 
individual job.

3. Not all students recognized that the purpose of the visit was related to helping them make informed 
career choices, especially those visits that were mainly activity based where the ambassador 
spoke only for a short time about themselves and their career. This is despite both facilitators 
and ambassadors being quite adamant that career awareness was the priority for all the visits and 
activities, and some facilitators, but not all, ensured this in the introduction of the ambassador 
to the class. Despite the ambassadors all recognizing that STEM career awareness was the goal of 
their visit, this did not always come across to students. As a result it was recommended that greater 
attention be given to pre and post intervention career related activities.

4. About half the students had done some preparatory work for the visit, and this was most commonly to 
think of some questions. This was reinforced by the facilitators who only organized communication 
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between the ambassador and the teacher if they were preparing for a curriculum related visit. The 
ambassadors did not feel that prior communication was necessary, although they recognized that 
when curriculum links were made, their message was more effective. As a result, and considering 
that advance organizers facilitate learning and retention (Luiten, Ames & Ackerson, 1980), it was 
recommended to facilitate meaningful communication between the ambassador and the teacher 
prior to the school visit to devise methods to prepare the students.

5. Of the students, 65 percent were interested in a STEM career, 20 percent were interested in careers 
other than STEM, and 15 percent were not sure what career they wanted. The visits seemed to 
generally confirm those who were already interested in a STEM career, and rarely changed the 
ideas of those who were thinking of a career outside the STEM areas. The 15 percent undecided 
are the real target for the interventions. As a result it was recommended that where possible in 
schools, ambassador visits be organised for those students who declare they are undecided about 
their career aspirations.

6. The pre-visit interview revealed that almost one fifth of students didn’t know where to go for 
more career information, and this ratio didn’t change after the visit. Some facilitators handed 
out information after the visit, but this did not happen in all cases and seemed a little rushed 
when it did occur, with students wanting to get out to lunch or the next class. As a result it was 
recommended that a clear strategy be developed and implemented to ensure additional STEM 
career information including the website are always identified for the students at interventions, and 
further connections are developed with career advisors in schools.

7. Facilitators and teachers felt that both the younger (years 7-8) and older (years 10-11) groups were 
both important targets for ambassador visits. This reinforced previous research by Robertson & 
Bolstad (2010). As a result it was recommended that a greater focus be placed on these age groups 
– Years 7-8 because the children were more open to STEM career opportunities, and Years 10-11 
because this is often where the students are making subject choices.

8. All the ambassadors observed had followed university pathways into their STEM career. With 
the increasing diversity of pathways available to students into the STEM professions (Fealing, 
Lai & Myers, 2015), it would seem that ambassadors with alternative pathways would provide 
some students with a broader range of relevant information. The use of these ambassadors may 
necessitate a review of the target student audience to include early school leavers rather than only 
those progressing to the final year of school. As a result it was recommended that an additional 
focus be placed on alternative pathways into STEM based careers, and ambassadors be sought who 
have followed these pathways.

This research was mainly focussed on one aspect of an intervention programme, and was conducted 
on a small representative sample of the interventions that take place, therefore, it is not possible to make 
generalisations. However, the researchers are confident that educators in a range of contexts may be able to 
apply some of the findings to their situation.

Overall, all participants involved in the ambassador intervention programme were very positive about 
the experience. Teachers, facilitators and the early career ambassadors, working together, enabled students to 
be positively influenced. 
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Conclusions

The research questions were:

Are ambassador interventions more or less influential on students’ attitudes and choices related to 
STEM careers?

The indications from the data are that ambassador interventions are generally influential on student 
STEM-related career choices, but not all students. Some students have fixed preconceptions about their career 
aspirations which are not amenable to change.

Are there any specific factors that must also exist in a given school/class for an intervention to be 
effective?  

There seem to be a range of factors, outlined in the recommendations, which combine to make 
interventions effective. The most significant factor is individual student receptivity regarding career choice. 
If they have made up their minds about their career, then the interventions may have little impact. However, 
if seen as part of an overall career choice strategy including printed and online materials, it offers some clear 
benefits. For those who are considering a STEM career it helps to reinforce and validate their decision making. 
For those who have never considered a STEM career it is a good introduction and may encourage students to 
investigate further.
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APPENDIX A

PRE-SESSION STUDENT FOCUS GROUP INDICATIVE QUESTIONS

Have you been to a session like this before?
If so what did you get out of it?
What do you think the session you are doing today is about?
Have you done any preparation work to get ready for this session?

What careers are you interested in?  Why?
Have you considered a career in STEM (Science, Technology, Engineering or Mathematics)? Why?  
Why not?
If you wanted to know about STEM careers where would you go for information?
Are there any resources in the school that could help you?

What are your favourite subjects at school?
Is your family interested in STEM? (family activities, visits, careers)
Do you think you are capable of having a career in a STEM area?

POST-SESSION STUDENT FOCUS GROUP INDICATIVE QUESTIONS

What did you think about today’s session?
What were the best bits?
What bits could have been better?
Did it help you to consider a STEM career?
Did it change your mind about STEM careers?
What might influence your career choice?
Are you interested in more information about STEM careers?
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Abstract: The construct of computational thinking (CT) was popularized a decade ago as an “attitude and skillset” 
for everyone. However, since it is equated with thinking by computer scientists, the teaching of these skills poses 
many challenges at K-12 because of their reliance on the use of electronic computers and programming concepts 
that are often found too abstract and difficult by young students. This article links CT – i.e., thinking generated and 
facilitated by a computational device – to our typical fundamental cognitive processes by using a model of mind 
that is aligned with research in cognitive psychology and neuroscience and supported by a decade of empirical data 
on teaching and learning. Our model indicates that associative and distributive aspects of information storage, 
retrieval, and processing by a computational mind is the very essence of thinking, particularly deductive and 
inductive reasoning. We all employ these cognitive processes but not everyone uses them as iteratively, consistently, 
frequently, and methodologically as scientists. Some scientists have even employed electronic computing tools to 
boost deductive and inductive uses of their computational minds to expedite the cycle of conceptual change in their 
work. In this article, we offer a theoretical framework that not only describes the essence of computational thinking 
but also links it to scientific thinking. We recommend teaching students cognitive habits of conceptual change and 
reasoning prior to teaching them skills of using electronic devices. Empirical data from a five-year study involving 
300 teachers and thousands of students suggests that such an approach helps improve students’ critical thinking 
skills as well as their motivation and readiness to learn electronic CT skills..  

Keywords: Deductive and inductive thinking, cognitive processes, modeling and simulation

Introduction

A decade of discourse since the launch of computational thinking (CT) initiative by the computer 
science community has resulted in wide acceptance of the following relevant CT skill set for K-12 education 
(Grover & Pea 2013):

• Abstraction and pattern generalization (including models and simulations)

• Systematic processing of information

• Symbol systems and representations

• Algorithmic notion of flow control

• Structured problem decomposition 

• Iterative, recursive, and parallel thinking
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• Conditional logic

• Efficiency and performance constraints

• Debugging and systematic error detection

The idea of adding computational thinking to a child’s analytical ability goes back almost four decades 
(Papert, 1980), yet its recent popularization by Wing (2006) and federal agencies have successfully encouraged 
many teacher organizations and professional societies to promote its inclusion in education through learning 
standards (NRC Report, 2012). While the above skills may be appropriate for college freshmen, they all seem 
to be associated with problem solving and the use of electronic devices with an ultimate goal of preparing 
tomorrow’s programmers. Grover and Pea (2013) attest to that conclusion by arguing that, “Programming 
is not only a fundamental skill of CS and a key tool for supporting the cognitive tasks involved in CT but a 
demonstration of computational competencies as well.” They also claim that efforts that introduce computing 
concepts without the use of a computer may be keeping learners from the crucial computational experiences 
involved in CT’s common practice (p. 40). While this is an admission of the fact that obstacles remain in the 
way of integrating CT practices into grade level curricula, we argue, in contrary to their assessment, that the 
mere focus on programming is the source of many obstacles in CT education. 

Unresolved questions remain in computing education. If we continue to define computational thinking 
as thinking by a computer scientist during problem solving, then having young students learn problem solving 
the way that computer scientists do will continue to pose challenges. These challenges are many, including a) 
prerequisite CS content knowledge needed to engage in the same thinking processes as computer scientists, b) 
programming skills, and c) access to electronic computing devices. To diminish these challenges, a problem 
solving and design approach has been recommended to teach computing concepts and principles through CT 
education (Guzdial, 2008), but this has yet to produce ways to separate CT from programming and the use of 
electronic devices. In our view, the lack of such separation has precluded us from capturing the true essence of 
CT, which could have helped narrow down the above list of CT skills to a smaller and more fundamental set of 
cognitive competencies that can be more easily taught at the K-12 level. Programming electronic devices may be 
a central tool for computer scientists, but there are non-programming computational tools available to and used 
by non-CS scientists. Since the goal of the CT initiative is to bring computing to non-CS students, how non-CS 
scientists use computers may be the key to find ways in which computing is separated from programming. An 
obvious example is the computational modeling and simulation tools (CMSTs).

While modeling and simulation is associated with one of the most important CT skills, i.e., abstraction, 
it has not received due attention because of the concern, perhaps, that it would keep learners from more 
mainstream computing practices as hinted by Grove and Pea. Also, the attention given to abstraction in the CS 
community is again because of its importance in computer programming (Armoni, 2013). It is true that without 
abstraction most of the large-scale computer software, including operating systems, compilers, and TCP/IP 
network software, could not have been written so efficiently. In fact, a good programmer is expected to be so 
good at abstraction that she should be able to easily oscillate between different levels of abstraction depicted 
in Fig. 1. Yet, the sad truth is that undergraduate CS students barely move beyond language-specific (level 2) 
or algorithm-specific (level 3) biases. Reaching level 4 is important to transform appropriate algorithmic and 
programming skills into different application contexts, yet the teaching of programming itself does not seem 
to accomplish this (Armoni, 2013). 

Dijkstra, an early pioneer in programming, regarded abstraction as the most vital activity of a 
competent programmer (Armoni, 2013). Other prominent CS educators also see it as one of the most important 
characteristics of CT (Wing, 2011). So, if modeling and simulation is being recognized to facilitate abstraction 
skills as noted by Grover & Pea (2013), then an important task to link CT skills to our thought process is to 
investigate cognitive aspects involved in the practice of modeling and simulation. The good news is that this 
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task has been recently done and we now want to merge its findings (Yaşar, 2016) with concepts from relevant 
disciplines to build and examine a theoretical framework that can help us narrow down the CT skillset in a way 
that can be promoted via modeling and simulation tools readily available at K-12. 

Figure 1. Multi-level abstraction in programming, From low to high: (1) machine-level, (2) program-
level, (3) object-level, and (4) problem-level).

In the sections below, we introduce theoretical and empirical considerations from various fields – 
e.g., computing, neuroscience, education psychology, cognitive sciences and epistemology – as part of the 
foundation of our framework. These generally revolve around how knowledge is stored, retrieved, processed, 
and developed. At the core of our framework is the computational theory of mind (Montague, 2006), which 
basically claims that computational processing of information, regardless of the underlying device (electronic 
or biological), can facilitate and generate cognition. Assuming modeling and simulation to be a form of device-
independent computation, as illustrated in Fig. 2, we will explore in the next section how such an approach 
might help us link electronic and biological computing. Then, we will present concepts from various fields 
to establish our framework. Finally, to test the framework we will describe a quasi-experimental design with 
more than 300 teachers using modeling tools in a diverse set of 15 secondary schools. Detailed findings of 
this case study have been presented earlier (Yaşar, et al. 2014, 2015, 2016), but their relevance to the essence 
of computational thinking is a new undertaking here. We will conclude by offering some recommendations 
and practical considerations for teachers or professional development program designers on how to integrate 
computational modeling and simulation into K-12 settings. The article will provide a link to a freely available 
database of curriculum modules and lesson plans teachers and other educators can use to design modeling-
based educational materials for their professional development and K-12 classrooms.

Figure 2. Device-independent elements of computing shown as an overlap of both electronic and 
biological computing
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Device-Independent Computation

Seventy years ago, Alan Turing (1936), widely recognized as the founder of computer science, suggested 
that if thoughts (i.e., information) can be broken up into simple constructs and algorithmic steps, then machines 
can add, subtract or rearrange them as our brains do. Electronic machines have since successfully taken many 
complex and voluminous computations off our brains, and thus further supported the view of brain as a 
computational device. 

Basically, there appears to be two root causes of similarities between electronic and biological computing 
patterns. One of them, as Turing alluded to, is the invariant behavior of information. That is, information 
constructs behave either by uniting to make bigger constructs or breaking down to smaller ones. Devices that 
can track and tally this computable behavior (addition and subtraction) are called computers, regardless of 
their underlying structure. This duality of basic computation manifests itself in other high level processes as we 
discuss it later.

Figure 3. Distributive and associative ways of information storage, retrieval, and processing (Yaşar, 
2017).

Another cause may be the control and use of electronic devices by biological computing agents. Our 
use of an electronic device can certainly reflect the way we use our own biological computing device (i.e., our 
mind). Their utilization, however, depends on how we use them. So far, we have used electronic devices in 
various ways, including programming (text-based and visual), office work, communication, visual arts, video 
games, virtual reality, modeling and simulations. These range from easy tasks (e.g., automation of repetitive and 
voluminous work) to complex tasks (e.g., solving systems of differential equations for which there is no analytic 
solution). In almost all these cases, electronic devices basically follow preloaded instructions and therefore offer 
almost none or little cognitive insight to us, except that virtual reality and computer simulations are known to 
have generated some insight in scientific research (Oden and Ghattas, 2014). 

Modeling has been an important tool for scientific inquiry. As illustrated in Fig. 3, it is an iterative and 
cyclical process by which a previously constructed model (e.g., a concept or a theory) is analyzed (broken up) 
first and then synthesized (put together) – after testing, sorting, and updating – to either validate or change 
the original concept/theory. This cycle is repeated as resources permit until there is confidence in the revised 
model’s validity. In recent years, computers have been very effective in conducting scientific research because 
they speed up the model building and testing of different scenarios through simulations that provide quick 
feedback to researchers in order improve the initial model. The role of computational modeling and simulation 
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tools in scientific and industrial research has been proven beyond doubt because of their accuracy of predicting 
observed phenomena and improving industrial products (e.g., engines, planes, and cars) and their ability to 
conduct studies that are impossible experimentally, and ability to conduct studies that are impossible to do 
experimentally due to size, access and cost (NSF Report, 2006). As a result, modeling and simulation is now 
regarded as a third pillar of doing science because it facilitates the deductive and inductive cycle of scientific 
thinking (Oden and Ghattas, 2014; PITAC Report, 2005). Furthermore, modeling and simulation has been 
found to support deductive and inductive approaches to teaching as briefly reviewed in the next section (Yaşar 
& Maliekal, 2014; Yaşar 2016). So, judging from its utilization in both scientific research and teaching, one 
might say that modeling and simulation is a common process through which electronic and biological devices 
could resonate. The following section will employ this process to explain in simple and understandable terms 
what we know today about how information gets stored, retrieved and processed by the brain.

Epistemological, Psychological, Neuroscience & Cognitive Aspects of Thinking & Learning

Confidence in our understanding of how the mind works has been hindered by the fact that it involves 
a delicate, inaccessible, and complicated organ, the brain. Yet, not being able to dig into the most basic level of 
knowledge, details, and facts did not stop humans from coming up with theories and conclusions. Many fields 
have their hands in the study of how learning takes place in the mind. Epistemologists study how we know 
what we know by questioning an observer’s subjective view of an objective world. Cognitive, developmental, 
and educational psychologists conduct empirical research into how people perceive, remember, and think. 
They form theories of human development and how they can be used in education. Neuroscientists use 
imaging techniques to understand the brain mechanisms that take part in learning. At the same time, more 
contemporary sciences of cognition and computing now collectively form theories and models of the mind to 
study how computation generates cognition. In the sections below, we will review developments in each of these 
as they relate to our article. We will first introduce what we knew two centuries ago about thinking and learning 
from an epistemological point of view. Then, we will visit relevant concepts from educational psychology a 
century ago, followed by views from contemporary sciences of neuroscience and cognitive sciences. In our 
view, they all reinforce the same general pattern of how our mind stores, retrieves and processes information. 
This consistency, obviously, is what has encouraged us to propose a framework, which we will introduce later. 

Epistemological method of acquiring knowledge: Started a thousand years ago by Alhazen’s emphasis 
on collecting experimental data to test accuracy and reproducibility of proofs, the epistemological method of 
acquiring knowledge evolved into a more robust form through use of both experimentation and mathematics 
by Galileo in the 16th century (Morgan, 2007). While natural scientists laid a strong foundation in the 16th 
century for how to acquire knowledge through empirical observations, philosophers debated for two more 
centuries whether a scientist’s subjective view of the world could be considered as true knowledge. The debate’s 
epistemological framework was about: a) how knowledge is acquired, and b) what the sources of knowledge 
are (mind, body, or both). This debate actually has not ended yet, because theories on interdependencies of 
matter and mind, such as how perception shapes up our thoughts through sensory experience and how the 
matter’s existence may have preceded the meaning and essence of life (i.e., existentialism), still continue to 
mediate between perception and reality, and between philosophy and science using contemporary knowledge 
in physical, cognitive, and computational sciences (Hawking, 1988; Brown et al., 2014; Montague, 2006). 

Historically, there have been two opposing epistemological views, namely rationalism and empiricism. 
Empiricism claimed that the mind is a blank slate and that it acquires knowledge a posteriori through perception 
and experiences, and by putting together in a synthetic way related pieces of information. Knowledge acquired 
this way is not warranted because new experiences may later change its validity. This is none other than the 
bottom-up (inductive) process shown in Fig. 3. Rationalism, on the other hand, has historically claimed that 
knowledge is acquired a priori through innate concepts. Innate knowledge is warranted as truth, and decisions 
and conclusions can be derived from it in an analytic way using deductive reasoning. And, this is none other 
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than the top-down (deductive) process shown in Fig. 3.

Immanuel Kant (1787) argued against the views of both rationalists and empiricists and created a 
bridge to lay the foundations of epistemology. He recognized what experience brings to mind as much as what 
mind itself brings to experience through structural representations. In applying mathematical, logical, and 
physical representations to study of nature, Kant considered that knowledge developed a posteriori through 
synthesis could become knowledge a priori later. Furthermore, according to him, a priori cognition of the 
scientist continues to evolve over the course of science’s progress (Rockmore, 2011). The epistemological 
method Kant established more than two centuries ago has been the method by which scientific knowledge has 
evolved, although its dual (deductive/inductive) cycle of change has historically been rather on the order of a 
social timescale, not an individual timescale (Giere, 1993; Kuhn, 1962). Historically, once proven or validated, 
a hypothesis or an observation was revisited at a very slow pace, sometimes spanning generations, because 
of both limited resources (time, money, equipment, etc.) and the overwhelming number of other questions 
begging for an answer or proof. However, the growing scientific knowledge and the number of researchers 
tackling a problem as well as the increasing capacity of technology have all now shortened the timescale of 
scientific progress, making us realize that the deductive/inductive process is also happening cognitively at 
individual timescales. Concepts and theories, which were once considered true and valid, are now quickly 
being modified or eliminated. 

Modeling and testing has been an important tool for scientific research for hundreds of years, although 
at a slower pace than it is today. In principle, it works exactly as articulated by Kant, and as illustrated as in 
Fig. 3. Scientists ideally start with a model of reality based on current research, facts, and information. They 
test the model’s predictions against experiment. If results do not match, they, then break down the model 
deductively into its parts (sub models) to identify what needs to be tweaked. They retest the revised model 
through what-if scenarios by changing relevant parameters and characteristics of the sub models. By putting 
together inductively new findings and relationships among sub models, the initial model gets revised. This 
cycle of modeling, testing, what-if scenarios, synthesis, decision-making, and re-modeling is repeated while 
resources permit until there is confidence in the revised model’s validity. As noted before, computers have 
recently accelerated this cycle because not only they speed up the model building and testing but also help 
conduct studies that are impossible experimentally due to size, access and cost.

Educational psychology of learning: Another historical theory that has gone over deaf ears was 
documented about a century ago by Lev Vygotsky (1930), a Soviet psychologist. Factual details in coursework 
are often overwhelming, causing frustration and withdrawal for some students. Yet, effortful learning is the key 
(Brown et al., 2014) and the learner needs to have an interest and necessary background, skills, and confidence 
to attempt and maintain such effort. Today, we still wonder what to do when some of these ingredients are 
missing. Vygotsky theorized that the learner can benefit from a little push from his environment (e.g., teachers, 
peers, parents, instructional pedagogy and technology, etc.) to engage in the process of developmental and 
effortful learning. Unbeknownst until two decades ago to the American K-12 education system, which puts 
more emphasis on social development and freedom of choice (Mooney, 2013), his theory suggested that pushing 
a learner to catch up with his peers was much more important than giving him freedom to choose between 
effort and withdrawal or between interest and indifference. 

Vygotsky’s theory basically points out to the benefits of an instructional approach that would employ a 
general simplistic framework from which instructors can introduce a topic and then move deeper gradually with 
more content after students gain a level of interest to help them endure the hardships of effortful, constructive, 
and inductive learning. Such an iterative and stepwise progression toward learning is consistent with the use of 
deductive and inductive approach of teaching, scaffolding, and the psychology of optimal learning experience, 
which all emphasize the importance of balancing challenges and abilities to attain an optimal flow of learning 
(Csikszentmihalyi, 1990). 
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From educational psychology point of view, there are many advantages of using a combination of 
instructive (deductive) and constructive (inductive) approaches. The deductive approach to teaching entails 
the teacher introducing a new concept or theory to students by explaining it first, then showing an application 
or two of the theory or concept, and wrapping up the instruction by affording students an opportunity to apply 
the theory or concept by completing homework problems (Prince and Felder, 2006). The inductive approach 
to teaching by contrast, first presents students with a problem, a case, or data from an experiment. Students are 
then guided to explore underlying facts, issues and the like. As the culminating step, students are led to acquire 
on their own an understanding of the underlying concept or organizing principle. Empirical evidence suggests 
that the inductive approach to instruction is superior and that it fosters greater intellectual growth (Bransford et 
al., 2000; Donovan & Bransford, 2005), but it requires significantly more resources (time, curricular materials, 
equipment, etc.) from both the teacher and students. While each approach has its pros and cons, prudent 
educators should take advantage of both approaches of teaching, especially if they are trying to address the 
preconceptions and misconceptions student bring to the classroom (Bransford et al., 2000). As epistemologists 
noted long time ago, these two forms of learning are inseparable. 

Neuroscience view of information storage and retrieval: More than half a century ago, Donald Hebb 
(1949), the father of neuropsychology, explained cognitive functions in terms of neural connections. Often 
referred to as “neurons that fire together wire together,” neural patterns became the center of our understanding 
of cognitive processing. According to Hebb, information is stored into the memory in the form of a specific 
pattern of neurons placed on a pathway and fired together. Basically, the number and strength of neural 
pathways influence the storage and retrieval of information. While this view continues to dominate the field 
of neuroscience, latest developments turn all conventional ideas of learning upside down (Brown et al., 2014). 
Cognitive psychologists now claim that forgetting is good for learning because it forces the learner to use effort 
to cognitively engage and recall or reconstruct newly acquired concepts through different neural pathways or 
links that exists and are retrievable. So, the more links to associated concepts, the higher the chances of recalling 
the newly acquired concept when needed later. Furthermore, cognitive retrieval practices attempted at different 
times, settings, and contexts are good because every time the recall is attempted, it establishes more links that 
will help the remembering and learning. 

Both the long-term storage and retrieval of information involve a synchronized distributed participation 
of neurons in related regions of the brain and neuroscientists see little or no distinction between the acts of 
storage-retrieval and the act of thinking (MacDonald, 2008). This new consolidated view of storage, retrieval, 
and processing is actually very much in tune with our model of how learning takes place through modeling 
and simulation process. Applying our model (Fig. 3), then, to translate what neuroscientists says about storage 
and retrieval of information (Brown et al., 2014), we can say that a memory or a newly learned concept can 
be a combination or outcome of previously formed memories and concepts, each of which might also involve 
another level of vast network of concepts and details mapped onto the brain’s neural network in a hierarchical 
way. When new information arrives, it lights up all related cues, neurons and pathways in a distributive process 
that is similar to the top-down action in Fig. 3, where new concept is broken up into related pieces. By the same 
token, retrieving a memory is a reassembly of its original pattern of neurons and pathways in an associative 
process similar to the bottom-up action in Fig. 3. 

To summarize, similar to the distributive (top-down) process of storage, the mind attempts to interpret 
(i.e., think deductively) every new concept and information that it encounters in terms of previously registered 
models - objects, faces, scenarios, etc. And, as it grows further, the relationships among registered information 
eventually lead to interplay of various combinations and scenarios of existing models that eventually end up 
clustering in an associative (bottom-up) fashion (i.e., thinking inductively) related details into conclusions, 
generalizations, and more inclusive models of information (Bransford et al., 2000). An example of this dual 
processing would be as follows. Infants initially store and register most of incoming information in the form 
of disparate patterns because of their newness and thus before the age of 10-12 months they do not grasp that 
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items falling from their mouths still exist. But, as a result of first relating incoming information deductively 
to previously stored information and repeated experiences, and then conducting what-if scenarios (i.e., 
simulations), they eventually conclude inductively that the item has just fallen out of their reach (Mooney, 
2013; Brown et al., 2014).

Cognitive science view of information processing: While the distributed structure of neurons and 
their connections (i.e., hardware) influence cognitive processing (i.e., software), the relationship between 
software (mind) and hardware (brain) is not a one-to-one relationship. According to computational theory 
of mind, our mind consists of a hierarchy of many patterns of information processing and, just as the case in 
electronic computing, these levels may range from basic computations to more complex functions (sequence 
or structure of instructions) and models (mental representations) of perceived reality and imaginary scenarios 
(Montague, 2006). 

While computational theory of mind has played an important role to separate mind from brain, the 
effort to model the mind as a rational decision-making computational device has not fully captured all our 
mental representations, particularly emotions (Goleman, 2006). Artificial intelligence and neural networks 
may never be able to model the human brain no matter how fast electronic computers become unless we 
understand what intelligence is and how the human brain makes decisions without exhaustive evaluations of all 
possible scenarios (Hawkins, 2004). For example, the human mind is known for its energy-efficient operation, 
consuming as little electricity as a dim light bulb (20 Watts), while computational cognitive modeling and 
simulation of human brain is expected to need 106 times more electricity – equivalent to a nuclear power plant 
(Simon, 2016). 

One wonders, then, what accounts for the energy efficiency of human brain? Neuropsychologists, as 
well as evolutionary biologists, point to some structural (hardware) interference by an autopilot limbic system 
(animal-like brain) to by-pass, simplify, or reduce more elaborate cognitive functions of an evolved neocortex 
(outer parts of the human brain). It almost appears that we are caught up between two competing brains, as 
illustrated by the top-down <—>bottom-up cycle in Fig. 3: one that wants to simplify things and one that wants 
to dig things deeper. Cognitive scientists have developed many similar dual-process theories to study the duality 
of mind (Sun, 2002). Typically, one of these processes is fast, effortless, automatic, inflexible, nonconscious, and 
less demanding of working memory, while the other is slow, effortful, controlled, conscious, flexible, and more 
demanding of working memory (Evans & Frankish, 2009). 

Cognitive scientist Read Montague (2006) points to some non-structural (software) tendencies to 
account for our brain’s energy-efficient operation. He suggests that concern for efficiency, as part of our survival, 
is a major driving factor. While this concern comes at the expense of being slow, noisy, and imprecise, it does 
assign value, cost, and goals to our thoughts, decisions and action, Montague argues. To assign these attributes, 
the mind carries out computations, builds models, and conducts hypothetical simulations of different scenarios. 
While evaluative and hypothetical simulations add additional overhead to decision-making by slowing it down, 
it still ends up saving it from undertaking more exhaustive computations. According to Montague, the tendency 
to make trade-offs between simplicity and complexity and between details and generalizations is actually the 
root driver of our intelligence, and why we have pushed ourselves to be smarter over time. 

A model is a simplistic representation of complex and detailed reality, as illustrated in Figure 3. As we 
move up the pyramid, we inductively generalize the details by decontextualizing (abstracting) it’s content. So, 
by modeling an object or some phenomena we end up with a wrapped package that masks its internal structure 
(details). An advantage of modeling is that it makes it possible to work with approximate, abstract, or average 
representations. It is a way of bringing closure to an unending investigation. The human brain uses modeling not 
only for mental representation of external objects but also for its own internal computations so it can compare 
their values and costs before making a decision. Many argue that the uniqueness of human intelligence comes 
from the modeling of thoughts through language and, as we all know, thinking via language constructs appears 
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to be a major difference between humans and other animals. Jeff Hawkins (2004), a co-inventor of hand-held 
devices who is now teamed up with neuroscientists to design a mind-like device outside the realm of artificial 
intelligence or neural networks, claims that the crux of intelligence is the ability to make predictions through 
mental models. So, as we will see below, modeling and making predictions with them is a core computational 
process of thinking and learning.

Modeling and Simulation: A Process by Which Everything Seems to Form and Grow

The common pattern in all previous sections appears to be duality (e.g., associative/distributive or 
inductive/deductive) of information storage, retrieval, and processing by a mind. This is not a new claim as the 
presence of a dual mind has been discussed for a long time, but capturing its essence is what remains a challenge. 
Neuropsychologists and evolutionary biologists have come up with some structural (i.e., hardware) reasons 
to explain the efficiency and quickness with which human brain makes decisions. It involves two competing 
brains, not the right and the left hemispheres but rather an autopilot limbic system (animal-like brain) that 
structurally interferes a more evolved neocortex (outer parts of the human brain) to by-pass, simplify, or 
reduce its elaborate cognitive functions (Sun, 2002). Typically, one of these brains is fast, effortless, automatic, 
inflexible, nonconscious, and less demanding of working memory, while the other is slow, effortful, controlled, 
conscious, flexible, and more demanding of working memory. 

Cognitive scientist Montague (2006), however, points to some non-structural (i.e., software) tendencies 
to account for our brain’s dual behavior and its energy-efficient operation. He suggests that concern for 
efficiency, as part of our survival, is a major driving factor. While this concern comes at the expense of being 
slow, noisy, and imprecise, our brain does assign value, cost, and goals to thoughts, decisions and actions. 
Montague argues that the mind conducts computations, modeling, and simulations of different scenarios to 
assign these attributes. While these evaluative simulations add an overhead to decision-making by slowing 
it down, it still ends up saving it from undertaking more exhaustive computations. So, according to him, the 
tendency to make trade-offs between simplicity and complexity and between details and generalizations is the 
root driver of our intelligence and why we have pushed ourselves to be smarter over time. We are still not sure of 
whether the causes are structural or non-structural, but there appears to be enough evidence from psychology, 
neuroscience and cognitive sciences about duality of mind regarding its psychological behavior, information 
storage, retrieval, processing and reasoning, which altogether warrants a synthesizing effort as undertaken here. 

We argue that heterogeneity is the essence of duality in computational processing because like other 
heterogeneous things such as physical matter, information constructs appear to behave in one of only two ways: 
they either unite to form bigger ones or break down to smaller ones (Yaşar, 2017). So, any computational device, 
be it electronic or biological, would have to compute by either adding or subtracting information constructs 
at the basic level. Heterogeneity gives quantifiable information an invariant property (i.e., computability) that 
constraints how a computational device would process it. So, processing (tallying) of information constructs by 
any computing device would involve a dichotomy, all the way from addition/subtraction type computation at 
the basic level to modeling/simulation type computation at higher levels. Both types of these computations are 
device-independent forms of associative/distributive processing. 

But, then, some might wonder what the essence of heterogeneity itself is? It is interesting to note that 
the essence of heterogeneity is the computable (associative and distributive) behavior that it causes. In layman 
terms, this is akin to ‘what you do is what makes you or destroys you.’ So, the degree of heterogeneity, its growth 
and degradation (breakdown) all depends on its overall dynamics of computable actions. In a way, formation of 
heterogeneity, whatever the driver is, resembles the act of modeling because both seem to involve adding parts 
together to form a whole that masks its parts. In general, such action is either driven by external forces or by a 
collective “trial and error” process controllable by various conditions and rules of engagement— much like a 
simulation (Yaşar, 2017). In computational research and education, this process is driven by a researcher or a 
teacher. In cognition, it is driven by a self-aware brain, and in case of physical matter, it is driven by acting forces 
and fields. So, wherever we turn, we see modeling and simulation as a universal process by which everything 
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behaves (Yaşar, 2015).

Philosophers and psychologists have been studying the parts-whole dynamics since Plato (Harte, 
2002). The ancient saying of “a whole is greater than the sum of its parts” arguably by Aristotle as well as a more 
modern version of it “a whole is other than the sum of its parts” by the Gestalt psychologist Kurt Koffka (1935) 
indicate that a union (whole) of parts may have properties not seen in its parts. Part-whole relations continue to 
occupy researchers’ minds such as Findlay & Thagard (2012) who offer many examples from natural and social 
sciences in their recent paper. For example, a human body is functionally different than its parts; so is an atom 
or a cell. Another example that is relevant to our subject is that the union of math, computing, and sciences, in 
the way computational modeling and simulation brings them together, gives rise to a new kind of (deductive/
inductive) pedagogy that did not exist in any of these individual subject domains. However, together as a union, 
they give rise to a computational pedagogy (Yaşar and Maliekal, 2014) that has recently been instrumental to 
develop of a computational pedagogical content knowledge (CPACK) framework for teacher preparation, as 
shown in Fig. 4 (Yaşar et.al., 2016). We will later return to the relevance of CPACK in the final section of this 
article to describe a quasi-experimental study used in the empirical examination of our cognitive framework.

Figure 4. CPACK framework.  Computational pedagogy is an inherent outcome of computing, math, 
science and technology integration

The Essence of Computational Thinking

Our framework is based on epistemological method of Kant (1787), computational theory of Turing 
(1936), and neuropsychological view of Hebb (1949). All have been around for a long time, but when merged 
with the latest work on computational pedagogy (Yaşar and Maliekal, 2014; Yaşar, 2016) for a new synthesis, 
we arrive at an interdisciplinary framework to describe in lay terms what computational thinking is and how 
cognitive functions are shaped up by computation. The previous sections were all necessary for our discussion 
to establish our cognitive framework, as they were not a mere repetition of the concepts found in the literature. 

Accordingly, we argue that all quantifiable (distinct) things, such as matter and information, behave 
computationally (Montague, 2006) because they either unite (i.e., addition) or separate (i.e., subtraction) 
(Yaşar, 2017). We are surrounded by an environment that is flooded by quantifiable things, including matter 
and information as shown in Fig. 5. Since information is released from the matter’s interaction with each 
other, the computable nature of information may merely reflect quantifiable behavior of physical matter. Or, its 
quantifiable behavior could be simply due to its own inherent heterogeneous nature. In any case, one can suggest 
heterogeneity is essential for dynamics to occur and be detected, because in a homogeneous environment all 
would be the same and not distinguishable.

If we fast-forward from the beginning of our universe to today, which started with a big explosion 
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of homogeneous energy into heterogeneous units of matter and information, we might say that our brain’s 
natural inclination to process information in an associative/distributive fashion, and to store and retrieve 
information in a scatter/gather way may all just be a manifestation of heterogeneity-caused duality engrained 
in the fabric of matter and information. This inclination may just be an evolutionary response, shaped up 
over many years, to optimize the handling of incoming sensory information whose quantifiable nature only 
resonates with distributive and associative operations. Accordingly, one can argue that associative processing 
of information by a computational mind is the essence of inductive reasoning – through which details are 
put together, focus is placed on general patterns, and priority and importance are assigned to newly acquired 
information. Inductive reasoning (i.e., abstraction) helps us simplify, categorize, and register key information 
from sparse, noisy, and ambiguous data for quicker retrieval and processing (Bransford et al. 2000; Brown et al., 
2014; Donovan & Bransford, 2005). By the same token, distributive processing of information appears to be the 
essence of deductive reasoning – through which a general concept is analyzed and broken down in terms of its 
possible constituencies and their applicability and validity. Deductive reasoning helps us decompose a complex 
issue by dividing (scattering) the complexity into smaller pieces and then attacking each one separately until a 
cumulative solution is found (gathered). 

We conclude, then, associative (+) and distributive (-) way of processing, storing, and retrieval of 
information is the very essence of thinking that is generated or facilitated by a computational device. We put 
this dichotomy at the core of information processing by both electronic and biological computing devices 
as shown in Fig. 6. And, we expect it to carry itself up to higher level cognitive processes, such as deductive 
reasoning as a form of distributive processing of information, and inductive reasoning, as a form of associative 
processing of information. As illustrated before, iterative and cyclical usage of deductive and inductive reasoning 
is the foundation of conceptual change, a process by which we progress our learning. However, its utilization 
depends on the underlying device structure and the quality and quantity of the environmental input it receives. 
Although cognitive researchers have already demonstrated how various forms of information processing could 
lead to cognitive inferences and generalizations (inductive reasoning) (Tenenbaum et al., 2011; Langley, 2000; 
Yang, 2009), here we are not concerned about details of computation-to-cognition but rather how duality in 
fundamental computation could lead to duality in cognitive functions. 

Figure 5. A view that quantifiable nature of information is simply a reflection of heterogeneous 
behavior of physical matter that emits such information.

The main tenet of our framework is that thinking is generated by a biological computing device and 
that it could also be equally facilitated, if not generated, by an electronic computing device. So, we equate 
computational thinking with ordinary thinking generated by a biological computing device and, in that sense, 
everyone, not just computer scientists, does computational thinking. Perhaps, we should distinguish between 
biological and electronic computational thinking to indicate that while each form of computing facilitates 
thinking processes, they also give rise to device-dependent processes. Then, as shown in Fig. 6, electronic CT 
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would consist of biological CT as well as thinking caused by certain uses of electronic computing devices by a 
biological agent. 

We may all be naturally inclined to employ associative and distributive thinking, however not all of 
us are equally aware of their importance, nor do we all practice and utilize them fully and equally in the form 
of deductive and inductive reasoning. Those who use them iteratively and cyclically would be experiencing 
conceptual change because the concept in question would be a target of decomposition and reconstruction 
(abstraction). If the concept stays the same, then its validity would be claimed, otherwise a conceptual change 
will have taken place. This is one of the foundations of scientific thinking (Dunbar & Klahr, 2012; Thagard, 
2012). According to Paul Thagard, who specializes in philosophy and cognitive science, scientific thinking 
processes are no different than those used in everyday living by non-scientists. What he meant is that their 
essence is the same, and that the difference comes from how these processes are used. As explained in Yaşar 
et el., (2017), scientific thinking and biological computational thinking use the same cognitive processes 
as ordinary thinking. The difference is that an ideal scientist is someone who uses her mind’s capacity for 
associative/distributive processing of information in a more iterative, cyclical, consistent, methodological, and 
habitual way. 

Electronic CT skills naturally build upon cognitive processes that both scientists and non-scientists 
use, as shown in Fig. 6’s outer layer. What it adds to them differently would be anything that is tied to the use 
of an electronic computing device for problem solving. Some of those uses, as mentioned before, would still be 
common to biological CT because they reflect the thinking of biological computing agents who uses them. And, 
that is probably why scientists heavily use electronic devices for modeling and simulation, as such use is driven 
by their own deductive and inductive thinking. 

Figure 6: A cognitive framework on the essence of electronic CT skillset in terms of biological CT 
skills

Of all the characteristics of the electronic CT skill set listed in the literature (Grover & Pea, 2013), the 
two fundamental ones that have a correspondence with biological CT, as we defined here, are abstraction and 
decomposition. Others mostly seem to be rather device-dependent skills. Learning scientists and cognitive 
researchers point to abstraction as an inductive process. An example from our daily lives is that most of us do 
not care to see how cooks prepare our meals because we do not want to get bogged down with that level of 
details. Those who do and visit restaurant kitchens soon abandon this behavior, but others who continue to 
operate at increasingly smaller level of details (the bottom level in Fig. 3) can hardly function in society due 
to the attention they are paying to details. This myopic view of the world often causes burdens such as delayed 
action, indecisiveness, or inaction as dramatized by Shakespeare through the Hamlet character. By the same 
token, decomposition is a deductive process, often used to divide (scatter) complexity of an issue at hand into 
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smaller pieces and then attack each one separately until a cumulative solution is found (gathered). The famous 
“divide and conquer” phrase, supposedly by Napoleon, as well as ‘many a little makes a mickle’ by Benjamin 
Franklin all point to public awareness of the importance of the decomposition strategy. 

If abstraction is considered the packing (modeling) of things, then decomposition is the unpacking 
and examination of its contents. We all live in a constant cycle of packing and unpacking of information based 
on our changing need for details and generalizations. This process is akin to the top-down <—>bottom-up 
cycle in Fig. 3. However, while everyone uses abstraction and decomposition, not all are equally aware of the 
importance of these two essential biological CT skills, nor are we all practicing and utilizing them fully and 
equally. They are also essential elements of the electronic CT skillset, as listed earlier, because of their use in 
programming and problem solving with electronic computers (Armoni, 2013). For example, abstraction is used 
to distribute the complexity of a code into seemingly independent layers and protocols in such a way to hide 
the details of how each layer does the requested service. Domain decomposition, on the other hand, is used 
in parallel computing to distribute the workload among multiple processors. CS educators wish that students 
would get a chance before college to improve these skills through curricular standards and CT practices. 

Results From Use of Our CT Framework in Education

While modeling and simulation capacity was available only to a small group of scientists in national 
labs a few decades ago, a dramatic increase in access to and power of high performance computing and the 
drop in its cost in the past 20 years helped spread the use of CMSTs into the manufacturing industry and 
academic programs such as those described in Yaşar and Landau (2003). It was not until friendly versions of 
CMSTs were available for K-12 settings that a detailed and thorough empirical research was undertaken to 
measure their effectiveness on teaching and learning. We ran a 5-year (2003-2008) K-12 outreach program to 
follow learning theories and national recommendations of offering secondary school students an opportunity 
to learn science through modeling and simulation. However, what started as an outreach effort by practitioners 
slowly transformed into a qualitative and quantitative research study to document the impact on teaching and 
learning. Details of this outreach/research experimentation has been previously published (Yaşar et al., 2014, 
2015, 2016). Here, we will briefly mention some of the findings that are relevant to our discussion. 

Table 1.

A typical list of user-friendly modeling and computer simulation tools

Interactive Physics (IP): investigate physics concepts. http://www.design-simulation.com/IP.
AgentSheets: investigate biology concepts via games & simulations. http://www.agentsheets.com.
Geometer’s Sketchpad (GSP): model geometrical concepts. http://www.dynamicgeometry.com.
Stella: investigate chemistry concepts via modeling of rate of change. https://www.iseesystems.com
Project Interactivate: online courseware for exploring STEM concepts. http://www.shodor.org.
Excel: constructs hands-on modeling & simulations using rate of change (new = old + change).
Scratch: a menu-driven language for creating games and simulations. http://scratch.mit.edu.
Python: An object-oriented language with simple and easy to use syntax. http://www.python.org/.

A multi-tier teacher-training program supported the use and testing of modeling and simulation 
tools (Table 1) in both regular classrooms and after school settings. Our hypothesis was that there is a positive 
relationship between teacher variables (knowledge and ability) and student outcomes (knowledge, ability, 
and interest). Three independent variables (technology, pedagogy, and training) were considered. Multi-year 
PD included 80 hours of technology knowledge (TK) training the 1st year, 80 hours of technological content 
knowledge (TCK) training in the 2nd year, and 40 hours of technological pedagogical content knowledge 
(TPACK) training in the 3rd year. Teachers received TK training in multiple tools but were offered TCK training 

Yasar



Journal of Research in STEM Education

32 © i-STEM 2015, j-stem.net 

ISSN:2149-8504 (online)

to integrate their choice of tools with their content. While monetary and technology (laptops, smart boards, 
and software) support were offered, participation was voluntary. Studies of interdisciplinary TPACK (Mishra & 
Kohler, 2006; Kohler & Mishra, 2008) training on teaching and learning are relatively new but have been well 
documented (see www.tpack.org). Our focus has been rather on computational pedagogical content knowledge 
(CPACK; a subset of TPACK) development (Yaşar et al., 2016) and its cognitive framework (Yaşar, 2016). A 
brief description of the CPACK framework was introduced previously.

More than 300 in-service STEM teachers from 15 schools, including 13 secondary schools (grades 
7-12) from an urban (Rochester City, NY) School District (RCSD) and a middle school and a high school from 
a suburban (Brighton Central, NY) School District (BCSD) took part in activities of this inititative, which 
included summer professional development for in-service teachers; pre-service courses on computational 
methods, modeling tools, and pedagogoy; technology and curriculum support for participating schools; 
project-based afterschool programs; and annual competitions for students. The interdisciplinary aspect of the 
study and the need for teacher motivation/customization to implement new technologies necessitated a quasi-
experimental design with mixed-methods (Creswell, 2012), involving collection and analysis of qualitative data 
(such as interviews, activity logs, observations) to identify variables as well as to understand and triangulate the 
quantitative data (such as Likert-scaled surveys, artifacts, report cards, test scores, and standardized exams).

Annually, we had about 50 active teachers in the program who each taught approximately 100 students 
in a school year. Modeling software tools in Table 1 were made available to all participating teachers, along with 
supporting technologies such as laptops, LCD projectors, and electronic smartboards. These menu-driven, user-
friendly, and non-programming tools allowed students to quickly set up and run a model using an intuitive user 
interface with no knowledge of equations, scientific laws, and programming or system commands. An after-
school project-based challenge program provided students more time and freedom than a regular classroom 
setting to apply, test, and revise the constructed computational models. More than 80% of teachers surveyed 
annually indicated that they utilized modeling tools in either classroom instruction or special projects.  More 
than 90% of teachers who used tools provided to them by the project agreed that using modeling tools in their 
classrooms significantly increased student engagement and made math and science concepts significantly more 
comprehensible. While science classes utilized technology less due to limited access and lack of science-related 
modeling examples, in instances where it was utilized, a deeper understanding of science topics was achieved, 
compared to math topics (83% vs. 76%). Professional evaluators triangulated teacher reports through their own 
classroom observations. 

Student learning data from report cards and NY State exams were found to be consistent with the 
survey data provided by teachers. For example, Tables 2 through 5 show passing rates (>65/100) in NY State 
Regents Physics/Math Exams as well as graduation rates in four urban (RCSD) and one suburban (BCSD) 
high schools with more than 30% of its math and science teacher workforce trained by the initiative. Student 
responses, except one case with a small sample size, from each school point out to a statistically significant (0.01 
< p < 0.05) upward trend over the five-year study during which teachers were supported through summer and 
academic-year workshops, stipends, technology, and mentoring support. District averages are shown in Tables 4 
and 5. RCSD passing rate average for NY State Grade 7-8 Math exam also improved: 10%→44%. Improvements 
over the baseline data were all statistically significant (p<0.01). No math teachers from BCSD middle school 
participated in the program because its baseline passing rate for NY Grade 8 Math was at 89%. Other known 
factors that may have affected statistics include RCSD’s district re-organization into single secondary schools, 
State’s redesign of its exams, and technological reform by these districts. A few control and target comparisons 
made in early phases of the project, before the control group was lost, consistently show favorable results. For 
example, a pair of teachers from the same high school taught properties of quadrilaterals in a math class. Class 
averages for the same unit test were 82.5 (size 24, using modeling tools) versus 49.5 (size 14, using conventional 
methods). Another study involved State’s math exam scores of groups with similar sizes (25 students) in an 
annual challenge at three levels: Grade 7-8 Math: 64.0 vs. 58.6; Grade 9-10 Math-A: 60.26 vs. 49.54; Grade 11-
12 Math-B: 71.9 vs. 55.6.
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To circumvent curricular limitations, we offered an afterschool program through which participating 
teachers and student clubs organized a project-based annual competition. This program was also a way of doing 
an enriched case study with a qualitative component (e.g., interviews and observations) to explore the meaning 
of the quantitative trends/findings we learned in the student achievement data. Each year, top three team 
projects selected from school-based competitions were later submitted to a multi-school competition involving 
school districts. A rubric with good psychometric properties was developed and tested by computing and 
teaching experts. Project topics included addressing challenges of environmental issues and misconceptions. 
They allowed students enough time to progress at their own pace and resolve issues that they wanted to address. 

Annually, more than 200 students had a full semester to develop 4-person team projects. Scoring 
rubric included problem statement, application of the model to a problem of interest, data analysis, teamwork, 
originality, electronic demonstration, and presentation of the results before a panel. Extra points were given for 
use of multiple tools, demonstrated understanding of computational, mathematical and scientific content, level 
of challenge, and knowledge and skills demonstrated beyond team’s grade level. The incentives helped push 
students to go beyond initial job of model construction, playful experimentation, and introductory exposure 
to STEM concepts. 

Table 2.
Passing rate at RCSD high schools
Regents Math-A Baseline data 5 years later p 

valueSize Rate Size Rate
School 1 77 5% 427 62% <0.01
School 2 319 13% 274 61% <0.01
School 3 441 35% 384 75% <0.01
School 4 43 21% 262 63% <0.01

Table 3.
Passing rate at RCSD high schools
Regents Physics Baseline data 5 years later p 

valueSize Rate Size Rate
School 1 21 0% 26 22% <0.05
School 2 240 3% 162 31% <0.01
School 3 11 0% 6 17% <0.16
School 4 153 16% 81 26% <0.05

Table 4.
Passing rate at BCSD high school
Regents Exam Baseline data 5 years later p 

valueSize Rate Size Rate
Math-A 51 51% 295 97% <0.01
Physics 123 52% 132 77% <0.01
Diploma 259 84% 285 95% <0.01
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Table 5.
Average passing rate at RCSD
Regents Exam Baseline data 5 years later p 

valueSize Rate Size Rate
Math-A 880 23% 1347 65% <0.01
Physics 425 7% 275 27% <0.01
Diploma 1021 20% 1178 52% <0.01

A case from this program has been reported by a group of these students in Yaşar et al., (2005, 2006). 
These papers offer a testimony of how high school students with no prior content knowledge slowly gained a 
deeper understanding of scientific and computing content. While they initially used tools whose operation they 
did not understand, they were eventually able to replicate the same simulations using a simple rate-of-change 
formula (new = old + change) with Excel. This is also consistent with themes extracted from qualitative data 
involving many team projects (n>300). Modeling examples from these projects are incorporated into lesson 
plans that are now freely available at http://digitalcommons.brockport.edu/cmst_institute/. They are being 
utilized at a rate of 80-100 downloads per day by educators around the world.

It appears that students’ use of simple hands-on process of numerical integration via Excel helped them 
realize the virtue of decomposing a problem, as finer decomposition gave them more accurate answers (Yaşar 
and Maliekal, 2014). Because of limitations of Excel, the need for more accuracy, faster automation, and better 
control motivated them to seek other tools, including programming languages. A simple loop written in Python 
basically got them all they needed. 

In hands-on modeling, the key is computation of change in the “new = old + change” equation. Since 
change is caused by laws of nature, it motivates students to learn about scientific laws that drive the change in 
nature. And, there are only a handful of them because whether they solve for harmonic motion of a pendulum, 
orbital motion of a planet, or launching of a rocket, change is caused by the same gravitational force. So, by 
knowing the formula for the force, they can get the change in velocity from acceleration (a=Force/mass) and 
compute the new velocity. This will give them the change of position (velocity x elapsed time), which they 
can use to get the new position. If one does this for many instances of time, then they would have a time-
dependent profile of position and velocity. Because, solving these problems via a programming language could 
provide better control over decomposition, accuracy and automation, modeling and simulation is a great way 
to motivate students to learn knowledge of scientific laws and programming. 

Our findings are consistent with a growing body of research that identifies computer simulation as 
an exemplar of inquiry-guided (inductive) learning through students’ active and increasingly independent 
investigation of questions, problems and issues (Bell et al., 2008;Bell & Smetana, 2008; de Jong & van Joolingen 
1998; Rutten et al. 2012; Smetana & Bell 2012; Wieman et al. 2008). Effectiveness of computer simulation in 
education is also well grounded in contemporary learning theories that recognize the role of abstract thinking 
and reflection in constructing knowledge and developing ideas and skills (Donovan & Bransford, 2005; Mooney, 
2013).

Conclusion

We consider heterogeneity both as the cause and outcome of the dual (associative/distributive) behavior 
of stuff around us, including matter and information. While the physical matter has been showcasing this 
behavior through our sensory information for ages, we have only recently theorized that information could 
be considered in terms of quantifiable constructs. Such a theory by Alan Turing led to invention of electronic 
computing devices to imitate biological computing devices. Since then, electronic computing devices have 
grown in complexity and functionality to resemble biological ones. While we do not suggest that they are 
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the same, they do process information in some common ways at the fundamental level. We argue that one of 
these common processes is modeling and simulation because it reflects device-independent associative and 
distributive aspects of information processing. 

Our cognitive framework indicates that dual dynamics of information storage, retrieval, and processing 
by a computational mind is the very essence of thinking (or, computational thinking). While all utilize it 
in cognitive functioning, not everyone uses it as iteratively, consistently, frequently, and methodologically 
as scientists. In the past century, scientists have even invented electronic devices to help them automate 
computations involved in deductive and inductive reasoning of conceptual change process used in the scientific 
method. We have come to call these computations “modeling and simulation.” Recent advances in technology 
has made real-time computer simulations possible, thereby effectively aiding the scientific progress in the past 
fifty years. 

We infer from empirical data that modeling and simulation carries a constructivist pedagogy whose 
iterative and cyclical nature mirrors Kant’s epistemological method represented in Fig. 3. Basically, modeling 
provides a general simplistic framework from which instructors can deductively introduce a topic without 
details, and then move deeper gradually with more content after students gain a level of interest to help them 
endure the hardships of effortful and constructive learning. This deductive approach takes away the threatening 
and boring aspect of STEM learning. Simulation, on the other hand, provides a dynamic medium to test the 
model’s predictions, break it into its constitutive parts to run various what-if scenarios, make changes to them 
if necessary, and put pieces of the puzzle together inductively to come up with a revised model. It provides a 
dynamic medium for the learner to conduct scientific experiments in a friendly, playful, predictive, eventful, 
and interactive way to test hypothetical scenarios. This inductive process enables the learner to put pieces of 
the puzzle to come up with a revised model. Anyone who learns in this fashion would, in fact, be practicing the 
craft of scientists.

Pedagogical use of modeling and simulation in K-12 classrooms goes well beyond its benefits in math 
and science education. Students who experience learning in an iterative and cyclical process of deductive 
and inductive reasoning can transform such thinking to problem solving in computing as well. It can help 
students develop an understanding of abstraction and decomposition as well as an appreciation for computer 
programming. A deductive habit in programming practice could help programmers decompose a whole code 
into its smaller pieces and deal with each one separately until a cumulative solution is found. This is how large 
codes such as computer and network operating systems are divided up into a hierarchy of layers of varying 
functionality. Parallel computing is another example of decomposition. At the same time, an inductive habit in 
programming could have just an opposite benefit by pushing the programmer to see a larger picture and group 
together seemingly unrelated pieces of programming. Again, this is how complexity of large codes are divided 
into layers of growing simplicity. 

If viewed more carefully from other fields such as philosophy, epistemology, physics, modeling can 
be quickly seen a more general and pervasive process than its role in electronic and biological computing. 
It appears to be rather a universal process by which all heterogeneous stuff seems to form and grow. So, as 
a universal process representing computable behavior of physical matter, it could help put computing at the 
heart of sciences and convince skeptics that computer science deals with natural phenomena, not artificial 
phenomena. Accordingly, we argue that it should be lifted beyond its recognition as a tool for scientific research. 

While this study was originally motivated by an effort to capture the essence of computational thinking, 
one of its side benefits has been to link it to scientific thinking. Besides its ramifications for computing education, 
such a link can help clear up two major myths in science education by not only illustrating that scientific 
thinking is no different than ordinary thinking but also raising awareness that the scientific method is rather 
a two-way process, not a one-way linear process as perpetuated to this day by many textbooks and curricular 
resources. We hope that our perspective will help persuade public and young students that understanding and 
obtaining the mind of a scientist and an engineer is within their reach. Teaching young minds an awareness of 
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computation-generated cognition as well as a cognitive habit of conceptual change could help them think like 
a scientist and be prepared to use electronic computing devices to further such thinking regardless of whether 
they work as a scientist or not. 

Acknowledgement 

Support by the National Science Foundation, through grants EHR 0226962, DRL 0410509, DRL 
0540824, DRL 0733864, DRL 1614847, and DUE 1136332, is greatly appreciated.

References

Armoni, M. (2013) “On Teaching Abstraction to Computer Science Novices.” J. Comp in Math & Science 
Teaching, 32(3); 265-284.

Bell, L. R., Gess-Newsome, J. and Luft, J. (2008) Technology in the Secondary Science Classroom. National 
Science Teachers Association (NSTA).

Bransford, J., Brown, A. and Cocking, R. (2000). How People Learn: Brain, Mind, Experience, and School. 
National Academy Press, Washington, D.C.

Brown, P. C., Roediger, H. L. and McDaniel, M. A. (2014) Make it Stick. The Belknap Press of Harvard.

Creswell, J. W. (2012) Educational Research. 4th Edition. Pearson Education, Inc.

Csikszentmihalyi, M. (1990). Flow: The Psychology of Optimal Experience. New York: Harper Collins.

de Jong, T., & Van Joolingen, W. R. (1998). “Scientific Discovery Learning with Computer Simulations of 
Conceptual Domains.” Review of Educational Research, 68(2); 179-201.

Donovan, S. and Bransford, J. D. (2005). How Students Learn. The National Academies Press, Washington, D.C.

Dunbar, K. N., & Klahr, D. (2012). Scientific Thinking and Reasoning. In K. J. Holyoak and R. G. Morrison 
(Eds.), The Oxford Handbook of Thinking and Reasoning (pp. 701-718). London: Oxford University Press.

Evans, J. and Frankish, K. (2009). In Two Minds: Dual Processes and Beyond. Oxford University Press: Oxford.

Findlay, S. D. and Thagard, P. (2012). “How parts make up wholes.” Frontiers in Physiology, 3, 455. doi:  10.3389/
fphys.2012.00455.

Giere, R. N. (1993). Cognitive Models of Science. Minneapolis, MN: University of Minnesota Press.

Goleman, D. (2006). Emotional Intelligence. New York: Bantam Dell.

Grover, S. & Pea, R. (2013). Computational Thinking: A Review of the State of the Field.” Educational Researcher, 
42(1); 38-43.

Guzdial, Mark. (2008). Paving the way for computational thinking. Communications of the ACM 51(8); 25-27.

Harte, V. (2002). Plato on Parts and Whole: The Metaphysics of Structure. Oxford, NY: Oxford University Press.

Hawking, S. (1988). A Brief History of Time. Random House: New York.

Hawkins, J. (2004). On Intelligence. Times Books: New York.



Journal of Research in STEM Education

© i-STEM 2015, j-stem.net 37

ISSN:2149-8504 (online)

Hebb, D. (1949). The Organization of Behavior. New York: Wiley & Sons.

Kant, I. (1787). The Critique of Pure Reason. Translated by J. M. D. Meiklejohn. eBook@Adelaide, The University 
of Adelaide Library, Australia. 

Koehler, M. J., and Mishra, P. (2008). “Introducing TPCK,” in Handbook of Technological Pedagogical Content 
Knowledge (TPCK) for Educators. Routledge Press: New York.

Koffka, K. (1935). Principles of Gestalt Psychology. New York: Harcourt, Brace, and World.

Kuhn, T. (1962). The Structure of Scientific Revolutions. Chicago: Univ. of Chicago Press. 

Langley, P. (2000). Computational support of scientific discovery. International Journal of Human-Computer 
Studies, 54, 393-410.

MacDonald, M. (2008) Your Brain: The Missing Manual. O’Reilly Media: Canada.

Mishra, P., Koehler, M. J. (2006). “Technological pedagogical content knowledge: A framework for integrating 
technology in teacher knowledge.” Teachers College Record, 108 (6), 1017-1054.

Montague, R. (2006). How We Make Decisions. Plume Books: New York.

Mooney, C. G. (2013). An Introduction to Dewey, Montessori, Erikson, Piaget, and Vygotsky. St. Paul: Redleaf 
Press.

Morgan, M. H. (2007) Lost History: The Enduring Legacy of Muslim Scientists, Thinkers, and Artists. 
Washington D.C.: National Geographic Society.

National Research Council (NRC) Report (2012). A framework for K-12 science education. Washington, DC: 
National Academies Press.

National Science Foundation (NSF) Report (2006). Simulation-Based Engineering Science: Revolutionizing 
Engineering Science through Simulation. Washington, D.C.

Oden, T. and Ghattas, O. (2014). Computational Science: The “Third Pillar” of Science. The Academy of 
Medicine, Engineering & Science of Texas’ (TAMEST’s) Annual Conference January 16-17, 2014. 

Papert, S. (1980). Mindstroms: Children, computers, and powerful ideas.  New York: Basic Books.

President’s Information Technology Advisory Committee (PITAC) Report (2005). Computational Science: 
Ensuring America’s Competitiveness. Retrieved from http://www.nitrd.gov/pitac/reports/20050609_
computational/computational.pdf.

Prince, M. J. and Felder, R. M. 2006. “Inductive Teaching and Learning Methods: Definitions, Comparisons, 
and Research Bases.” J. Engr. Education, 95 (2); 123-138.

Repenning, A. (2012). Programming Goes Back to School. Comm. of the ACM, 55(5), 35-37.

Rockmore, T. (2011). Kant and Phenomenology. Chicago: The University of Chicago Press. 

Rutten, N., van Joolingen, R., and van der Veen. (2012). The Learning Effects of Computer Simulations in 
Science Education. Computer & Education, 58; 136-153.

Simon, H. (2016). Supercomputers and Super-intelligence. 17th SIAM Conference on Parallel Processing for 
Scientific Computing, Paris, April 12 – 15, 2016.

Smetana, L. K. and Bell, R. L. (2012). Computer Simulations to Support Science Instruction and Learning: A 
critical review of the literature. Int. J. Science Education, 34 (9); 1337-1370.

Sun, R. (2002). Duality of mind: A bottom-up approach towards cognition. Mahwah, NJ: Lawrence Erlbaum 
Associates.

Tenenbaum, J. B., Kemp, C., Griffiths, T. L. & Goodman, N. D. (2011). How to Grow a Mind: Statistics, Structure, 
and Abstraction. Science, 331, 1279-1285.

Yasar



Journal of Research in STEM Education

38 © i-STEM 2015, j-stem.net 

ISSN:2149-8504 (online)

Thagard, P. (2012). The Cognitive Science of Science. Cambridge, MA: The MIT Press.

Turing, A.M. (1936). On Computable Numbers, with an Application to the Entscheidungs problem. Proceedings 
of the London Mathematical Society. 2 (1937) 42: 230–265. 

Vosniadou, S. (2013). International Handbook of Research on Conceptual Change. 2nd Edition. New York and 
London: Routledge.

Vygotsky, L. S. (1930). Mind in society: The development of higher psychological processes. Cambridge, MA: 
Harvard University Press.

Wieman, C. E., Adams, W. K. and Perkins, K. K. (2008). PhET: Simulations That Enhance Learning.  Science, 
332, 682-83.

Wing, J. M. (2006). Computational Thinking. Comm. of the ACM, 49(3); 33-35.

Wing, J. M. (2011). Research notebook: Computational thinking – What and why? The Link Magazine. March 
06, 2011.

Yang, Y. (2009). Target discovery from data mining approaches. Drug Discovery Today, 54 (3-4), 147-154.

Yaşar, O. & Maliekal, J. (2014). Computational Pedagogy. Comp. in Sci. & Eng., 16 (3), 78-88.

Yaşar, O. & Maliekal, J., Veronesi, P. and Little, L. (2014). An Interdisciplinary Approach to Professional 
Development of Math, Science & Technology Teachers. Comp. in Math & Sci. Teaching, 33 (3), 349-374.

Yaşar, O., Maliekal, J., Veronesi, P., Little, L. and Vattana, S. (2015) Computational Pedagogical Content 
Knowledge. In L. Liu and D. C. Gibson (Eds), Research Highlights in Technology and Teacher Education 
(pp. 79-87). ISBN: 978-1-939797-19-3. 

Yaşar, O. (2015). A Universal Process: How Mind and Matter Seem to Work, Science Discovery. 3 (6), 76-81.
doi: 10.11648/j.sd.20150306.16.

Yaşar, O.  (2016). Cognitive Aspects of Computational Modeling & Simulation. J. Computational Science 
Education, 7 (1), 2-14.

Yaşar, O., Veronesi, P., Maliekal, J., Little, L., Vattana, S., and Yeter, I. (2016). Computational Pedagogy: Fostering 
A New Method of Teaching. Comp in Edu., 7 (3), 51-72. 

Yaşar, O.  (2017). Modeling & Simulation: How Everything Seems to Form and Grow. Comp. in Sci. & Eng., 19 
(1), 74-78.

Yaşar, O., Maliekal, J., Veronesi, P. and Little, L. (2017). The essence of scientific and engineering thinking and 
tools to promote it. Proceedings of the American Society for Engineering Education Annual Conference, 
Columbus, OH, June 25-28.

Yaşar, P., Kashyap, S., & Roxanne, R. (2005). Mathematical and Computational Tools to Observe Kepler’s Laws 
of Motion. MSPNET, http://hub.mspnet.org/index.cfm/14566.

Yaşar, P., Kashyap, S., and Taylor, C. (2006). Limitations of the Accuracy of Numerical Integration & Simulation 
Technology. MSPNET. http://hub.mspnet.org/index.cfm/14568.

Yasar



Journal of Research in STEM Education

© i-STEM 2015, j-stem.net 39

ISSN:2149-8504 (online)

RESEARCH REPORT
 

Exploring Student Understanding of Force and Motion
  Using a Simulation-Based Performance Assessment

Jessica Gale a1, Jayma Kovala, Stefanie Windb, Mike Ryana, Marion Usselmana

aGeorgia Institute of Technology, USA; bUniversity of Alabama, USA

Abstract: Performance assessment (PA) has been increasingly advocated as a method for measuring students’ 
conceptual understanding of scientific phenomena. In this study, we describe preliminary findings of a simula-
tion-based PA utilized to measure 8th grade students’ understanding of physical science concepts taught via an ex-
perimental problem-based curriculum, SLIDER (Science Learning Integrating Design Engineering and Robotics). 
In SLIDER, students use LEGO robotics to complete a series of investigations and engineering design challenges 
designed to deepen their understanding of key force and motion concepts (net force, acceleration, friction, balanced 
forces, and inertia). The simulation-based performance assessment consisted of 4 tasks in which students engaged 
with video simulations illustrating physical science concepts aligned to the SLIDER curriculum. The performance 
assessment was administered to a stratified sample of 8th grade students (N=24) in one school prior to and fol-
lowing implementation of the SLIDER curriculum. In addition to providing an illustration of the use of simula-
tion-based performance assessment in the context of design-based implementation research (DBIR), the results of 
the study indicate preliminary evidence of student learning over the course of curriculum implementation.

Keywords: Physical Science, Performance Assessment, Middle Grades Science

The need to produce more STEM graduates to maintain the national security and economic future 
of United The Standards for Educational and Psychological Testing (AERA, APA, & NCME, 2014) offer the 
following definition of performance assessments (PA): “assessments for which the test taker actually demon-
strates the skills the test is intended to measure by doing tasks that require those skills” (p. 221). PA has been 
promoted as providing more direct or authentic measurement of student achievement than selected-response 
formats, such as multiple-choice assessments (Lane & Stone, 2006). PAs have been touted as essential indicators 
of student mastery of science content and skills that can serve as both formative and summative assessments 
(Lane & Stone, 2006). Lane and Stone argue, “to fully capture the essence of scientific inquiry requires the use of 
hands-on performance tasks that may be extended over a number of days” (p. 388). This perspective is echoed 
by the Committee on Developing Assessments of Science Proficiency in K-12 for the Next-Generation Science 
Standards (NGSS) recommendation that assessment tasks “should include—as a significant and visible aspect 
of the assessment—multiple, performance-based questions” (National Research Council, 2014, p. 7). 

PA has been described as a useful method for assessing conceptual development and documenting 
students’ alternative conceptions (i.e., misconceptions, naïve/intuitive theories). PA methods used in science 
education include tasks asking students to interact with physical stimuli and explain scientific phenomena (e.g. 
McCloskey, 1983) or draw pictures depicting their conceptual understanding (Vosniadou & Brewer, 1994). 
Despite considerable attention to PA, implementation is often limited by practical constraints related to time, 
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resources, and costs. Given these limitations, there are few examples of research utilizing performance assess-
ments to measure science students’ conceptual understanding over the course of curricular interventions. 

Simulation-based Performance Assessment 

 The Standards note that simulation-based assessment formats may be especially appropriate in contexts 
where “actual task performance might be costly or dangerous” (AERA, APA, & NCME, 2014, p. 78). Similarly, 
the National Research Council (NRC) report Knowing What Students Know asserts “technology is making 
it possible to assess a much wider range of important cognitive competencies than was previously possible. 
Computer-enhanced assessments can aid in the assessment of problem-solving skills by presenting complex, 
realistic, open-ended problems…” (Pellegrino, Chudowsky, & Glaser, 2001, p. 266). Thus, simulation-based 
assessments offer a potential compromise, allowing for representation of scientific phenomena without the 
constraints and limitations inherent in performance assessments that involve student interaction with physical 
demonstrations or stimuli. 

 As efforts to enhance science education have employed innovative computer-based activities and 
simulations, researchers have begun to explore creative approaches to utilizing simulations for assessment 
(Thompson Tutwiler, Metcalf, Kamarainen, Grotzer, & Dede, 2016; White & Frederiksen, 2000).  A number of 
projects have experimented with computer-based tasks intended to document and track learners’ developing 
understandings or knowledge representations, such as through the creation of concept maps (O’Neil and Klein, 
1997) or their development of persuasive arguments (Mislevy, Steinberg, Almond, Haertel, and Penuel, 2000). 
Similarly, the EcoXPT project (Thompson et al., 2016) has adopted a blended assessment strategy, with tradi-
tional assessments complemented by the analyses of log file data generated from student engagement within a 
multi-user virtual environment. 

This study illustrates the use of a set of iteratively developed simulation-based performance assess-
ment (PA) tasks within the context of a design-based implementation research (DBIR) project. Specifically, 
we describe data collected from the administration of four simulation-based PA tasks designed to assess 8th 
grade students’ understanding of force and motion concepts following implementation of an experimental 
problem-based curriculum. Through illustrative examples and the analysis of student responses to PA tasks 
administered prior to and following the curriculum implementation, the study provides illustrative results from 
a sample of (N=24) of 8th grade students. 

Methodology

This section describes the curricular context in which the assessment was conducted, the sample of 
students that participated in this study, and the simulation-based PA tasks. 

Curricular Context: The SLIDER Project

SLIDER is an NSF-funded DRK-12 project examining the use of design and engineering, through 
LEGO robotics, in the context of 8th grade physical science classrooms. The SLIDER curriculum, which is 
comprised of two 5-week units, was iteratively developed over a three-year period within diverse school con-
texts, ranging from affluent, high-achieving suburban classrooms to relatively low-proficiency, low-income ru-
ral schools (Usselman & Ryan, 2014). SLIDER features contextualized design challenges intended to facilitated 
student learning of key physical science concepts.  In SLIDER Unit 1, students apply their understanding of 
energy concepts (e.g. energy transfer, potential and kinetic energy) to engineer a solution to a traffic problem 
scenario - increased accidents at a dangerous intersection in a fictional town. SLIDER Unit 2 focuses on force 
and motion concepts (net force, balanced forces, acceleration, inertia) and culminates in a design challenge in 
which students use LEGO Mindstorms™ kits to design and test an automatic braking system for a robotic truck. 
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For additional information about the SLIDER project and access to SLIDER curriculum materials visit https://
slider.gatech.edu/. 

Participants

The PA was administered to 24 eighth grade physical science students taught by a teacher implement-
ing the SLIDER curriculum at a suburban middle school in the southeastern United States during the 2014-15 
school year. Students were sampled from this particular teacher’s classes because the teacher exhibited high 
fidelity of implementation of the curriculum relative to other SLIDER teachers. A mixed-methods sampling 
strategy was utilized in order to include students representing a range of achievement levels (Teddlie & Yu, 
2007). Sampling began with analysis of student performance on multiple-choice items in the SLIDER Unit 2 
pre-assessment. Using the dichotomous Rasch model (see Engelhard, 2013) to estimate student achievement, 
students were classified into achievement-leveled groups based on performance on the SLIDER Unit 2 pre-as-
sessment (high, medium, and low). The second stage of the sampling procedure utilized reputational case se-
lection (Goetz & LeCompte, 1984). The teacher was presented with a matrix of student names grouped by class 
period and achievement level and asked to recommend 24 students (eight students from each achievement level 
column) who had consistent attendance and had actively participated in SLIDER activities. The teacher was not 
informed that the three columns in the matrix represented student grouping based on achievement.  

The SLIDER Simulation-Based Performance Assessment Tasks

The project utilized a multilevel approach to assessment (Ruiz-Primo, Shavelson, Hamilton, Klein, 
2002; Hickey & Zuiker, 2012) in order to investigate student understanding of force and motion concepts with-
in the SLIDER curriculum. In this approach, a variety of assessments are used based on their proximity to the 
curriculum being implemented. Student work or artifacts generated through students’ interaction with the cur-
riculum are considered immediate assessments. Close assessments align with the specific content and activities 
within the curriculum. Proximal assessments measure the acquisition of knowledge and skills relevant to the 
curriculum, but the topics or context of the assessment tasks can be different. Distal assessments, such as stan-
dardized tests, typically represent state or national standards in a specific discipline. Accordingly, the PA tasks 
described below serve as a proximal assessment that complements a set of other immediate- and close-level 
assessments imbedded within the curriculum and additional relatively distal assessments including standard-
ized multiple-choice items. As proximal-level assessments, the tasks presented problem-solving scenarios that 
aligned to the same physical science concepts as the curriculum but differed in terms of context and, in some 
cases, difficulty. For example, within the SLIDER curriculum, students are asked to reason about force and mo-
tion in the context of automobile collisions (e.g. trucks hitting cars). In the PA, students are asked to transfer the 
knowledge they learned through SLIDER to answer different types of questions in a different context (figures 
pushing or pulling boxes).  

The PA instrument includes four tasks, developed in collaboration with the SLIDER curriculum team 
to assess student understanding of major concepts addressed within the curriculum: net force, acceleration, 
friction, balanced forces, and inertia. The tasks were developed by adapting simulations from the University of 
Boulder PhET Interactive simulations (available online at: https://phet.colorado.edu/). Video-editing software 
was used to create short video clips portraying the selected PhET simulations for each task. Each of the four 
PA tasks is described below. (See Gale, Wind, Koval, Dagosta, Ryan, and Usselman, 2016 for additional details 
about the development and administration of the PA tasks). 

Task 1: Net Force. Task 1, depicted in Figure 1, asked students to describe the net force represented in 
three tug-of-war scenarios. The researcher introduced the task by explaining that the tug-of war in the task was 
between two teams, and that figures from each team would pull the rope to move the cart over to their side. 
Students were told to disregard friction, gravity and the force from the ground (e.g. normal force) and that they 
should only consider forces from the figures pulling the rope. The task proceeded with three scenarios in which 
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students were shown illustrations and asked to indicate whether there was a net force (e.g. “If we have four 
people of equal strength on each side, will there be a net force when the tug-of-war begins?”). When students 
predicted that there would be a net force, they were shown two arrows, a large arrow and a small arrow, and 
asked to choose and place it the illustration to show the net force. Students then watched a video simulation of 
the scenario and compared the result to their prediction.

                                        

                     

Figure 1. Task 1: Net Force

Task 2: An Object in Motion Task 2, depicted in Figure 2, assessed students’ understanding of net force 
using a simulation in which a figure pushes a box along a surface that they are told has a medium amount of 
friction. The speed of the figure increases as it pushes the box until the point is reached where the figure can 
no longer keep up with the box and falls away. The box continues to move forward but the speed decreases and 
eventually the box comes to a complete stop. After viewing the full simulation video, the researcher plays the 
video a second time, pausing to ask students to identify and explain the direction of the net force at three time-
points: when the figure pushed the box as the speed was increasing; after the figure fell away from the box and 
the speed was decreasing; and once the box came to a complete stop. At each time-point students were asked, 
“Is there a net force?” If they answered yes, they were asked to select either a large or a small arrow and place it 
on an illustration of the tug-of-war event to show the direction of the net force and to explain their placement 
of the arrow (“Tell me why you placed the arrow the way you did to describe the net force”).

                              Time-point 1                       Time-point 2                  Time-point 3

   

 

 Figure 2. Task 2: An Object in Motion
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Figure has fallen away and the 
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Task 3: Balanced Forces. In Task 3, depicted in Figure 3, students considered a scenario in which they 
were asked to explain how a constant speed could be achieved. In the video simulation, they watched a figure 
push a box until it reached a speed of 70. Students learned that the figure was pushing with 250 N of applied 
force and the force of friction was 125 N. When the box reached the speed of 70, the researcher paused the 
video, presented a picture of the same moment and asked, “Let’s say the figure wants to keep the speed at 70. 
What could the figure do to make that happen?” Additional probing questions were used, as necessary, to elicit 
student explanations. Specifically, researchers sought to determine whether students held the common miscon-
ception that balancing forces would cause the object to stop. Therefore, if students responded that the figure 
should push with more than 125N of force, the researcher probed with the question, “what do you think would 
happen if the figure pushed with 125N?” 

Figure 3. Task 3: Balanced Forces

Task 4: Inertia. Task 4, depicted in Figure 4, was designed to reveal students’ understanding of inertia. 
First, students watched the figure push a box using 300N of force and use a stopwatch to measure how many 
seconds it took for the figure to push the box from a resting position to reach a speed of 70. In the second half 
of the simulation a second box was stacked on top of the first and the figure again used 300N of force to push 
the box from rest to a speed of 70. Before watching the simulation students were asked predict how long they 
thought it would take and why (“How many seconds do you think it will take for the boxes to reach a speed of 
70…Why do you predict____ seconds?”). Students then used a stopwatch to measure how long it took for the 
figure to push two boxes to the target speed of 70. Students were then asked to explain why it took so much 
longer for the figure to push two boxes (“With one box, it took ____ seconds. With two boxes, it took ____ 
seconds. Why do you think that happened?”) If students didn’t mention inertia independently in their answer, 
they were prompted to describe the event in terms of inertia (“What can you tell me about inertia that might 
explain why this happened?”). 

 

Figure 4. Task 4: Inertia
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Performance Task Administration 

Task administration followed a protocol with a format similar to a semi-structured interview. The PA 
was conducted by the same member of the research team just prior to the implementation of SLIDER Unit 1 
(Pre-PA) and approximately 3 months later (Post-PA), immediately following implementation of the SLIDER 
curriculum’s second unit.  This researcher had visited the participating classroom several times prior to the PA 
task administration, so students were accustomed to her presence and generally comfortable speaking with 
her. All performance assessment sessions were videotaped. A second researcher was present during PA ad-
ministration to operate video recording equipment and take notes on student responses for each task. The PA 
took approximately 15 minutes per student for each administration and was conducted in a quiet area near the 
science classroom. 

Data Analysis

Pre- and post- responses for each task were analyzed for each of the twenty-four participating students. 
Because student responses for PA Task 1 were limited to answering “yes” or “no” to the prompt “Is there a net 
force?”, and to placing an arrow to indicate net force, Task 1 data was compiled from data sheets completed by 
researchers during task administration.  Video recordings for tasks 2-4 were transcribed for analysis. Using 
the NVIVO software program, all student responses were coded by two members of the research team, in-
cluding the researcher who administered the performance assessment. All student responses (both pre- and 
post-) were compiled in an NVIVO project file such that coders were blind to whether a student response was 
from the pre- or post-PA administration. Coding followed a protocol coding process (Saldana, 2013) wherein 
student responses were evaluated using a task-specific rubric iteratively developed by the research team. The 
rubric included two types of codes: holistic codes and explanation codes. Holistic codes, defined at four levels 
of understanding for each task, were utilized to describe the degree to which student responses were indicative 
of accurate conceptual understanding of targeted science concepts. Although rubrics were task specific, they 
generally defined a similar progression of conceptual understanding: “incorrect” responses indicative of alter-
native understandings inconsistent with accepted scientific understandings of force and motion concepts were 
coded at Level 1; “correct” responses consistent with accepted scientific understandings were coded at Level 2; 
and responses that were both “correct” and included an explanation that accurately referred to or applied a rele-
vant force or motion concept were coded at Level 3. Following coding, differences between pre- and post rubric 
scores for each task were investigated using Wilcoxon signed-rank tests (Corder & Forman, 2014).  Further 
analysis of student responses included the application of Explanation codes, which categorized the explanations 
and predictions students provided within the tasks and indicated whether students arrived at their ultimate 
responses independently or through follow-up questions from the researcher, which we refer to as “prompting”. 
Task rubrics (see Appendix) were revised with input from the SLIDER research team following a first round 
of coding. Following a second round of coding, coder comparison queries indicated 94% agreement between 
coders across tasks. Remaining coding discrepancies were resolved through discussion between coders. 

Gale, Koval, Wind, Ryan & Usselman 



Journal of Research in STEM Education

© i-STEM 2015, j-stem.net 45

ISSN:2149-8504 (online)

Results

This section presents results and illustrative examples for SLIDER’s simulation-based performance as-
sessment tasks, beginning with descriptive results for the introductory Task 1 and followed by results and illus-
trative examples of student responses for Tasks 2-4.  

Task 1

Student responses to the Task 1 prompt, “Is there a net force?” and their ability to correctly place an 
arrow indicating the direction and magnitude of the net force, suggest subtle differences between pre-and post 
response patterns.  As indicated in Figure 5, on the pre-PA, nine of the 24 students incorrectly stated that there 
was a net force in Scenario One. Asked to describe the net force, five of these students were unable to give a 
response or said “I don’t know” and four students stated that the net force is “the same on each side”, suggesting 
potential confusion between the vocabulary “net force” and “force”. For Scenario Two, nearly all students 
responded correctly to both prompts at both pre- and post-PA. For Scenario Three, at both pre- and post-PA all 
students correctly affirmed the net force and correctly indicated the direction of the net force; however, there 
was an increase in the number of students who selected the small arrow to correctly indicate the magnitude of 
the net force from pre- to post-PA. 

That even students who responded incorrectly on scenario one were able to correctly state whether 
there was a net force in scenarios two and three suggests that students who began the task with a lack of under-
standing of net force may have learned the basic concept over the course of the task. Given the simplicity of the 
task and that students were shown simulation videos illustrating the outcomes for each tug-of-war scenario af-
ter giving their response, it is also possible that students simply inferred the basic meaning of “net force” rather 
than developing an accurate understanding of the concept. Thus, “correct” answers to the yes/no questions in 
scenarios two and three do not necessarily indicate fully developed conceptual understanding. 
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Scenario One

“Will there be a net force?” (If Yes)” Can you describe the net force.”

Scenario 
Two

“Will there be a net force?” (If Yes) “Choose an arrow and place it to show the 
net force.” 

Scenario 

Three

“Will there be a net force?” (If Yes) “Choose an arrow and place it to show the 
net force.”
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In addition to assessing students’ understanding of net force, Task 1 was intended to serve as an in-
troduction to the simulation-based performance task format and provide a mastery experience for students 
presenting more conceptually difficult tasks that would require students to provide explanations of force and 
motion phenomena depicted in simulations. The ease with which students responded to the prompts suggests 
that Task 1 was successful in this regard.

Task 2

Recall that in Task 2, students viewed a simulation that depicted a box in various states of motion at 
three time points. Students were asked at each time point whether there was a net force acting on the box, to 
indicate the direction of the net force using an arrow, and to explain why they placed the arrow where they did 
to show the net force. 

Figure 6 depicts student-level rubric scores at pre- and post-PA administrations. Prior to SLIDER im-
plementation, 20 of the 24 students gave a Level 1 response, inaccurately stating whether there was a net force 
and/or indicating the incorrect direction of the net force. Relatively few students provided explanations that 
referred to applied force and/or friction (Level 2) or compared applied and frictional forces (Level 3). Although 
three of these students maintained this inaccurate response at post-PA, seventeen students provided scientifi-
cally accurate responses following SLIDER and the majority of these students (n=10) progressed from a Level 1 
to a Level 3 response in which they not only correctly indicated the net force but also explained their response 
by explicitly discussing balanced forces or comparing the relevant applied and frictional forces within the sim-
ulation scenario. These patterns are consistent with Wilcoxon signed-rank tests showing statistically significant 
changes in rubric ratings between pre- and post-PA administrations for Task 2 (Z = -3.93, p < .001). 

 Figure 6. Task 2 Pre-Post Rubric Scores by Student. 

Note: Dots represent unchanged rubric scores and arrows represent pre-post changes in rubric level scores for 
each student. See Appendix A for rubric level definitions. 
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Figure 7 illustrates the pattern of student responses when asked to explain their responses when the box 
was moving (Time-points 1 and 2) and when the box was at rest (Time-point 3). Note that because time-points 
1 and 2 represent conceptually similar events (the box in motion), student responses at these two time-points 
were combined for analysis. 

Taken together, student responses coded using the holistic and explanation rubrics illustrate a shift in 
student understanding of the targeted physical science concepts assessed by Task 2. This shift in understanding 
is further illustrated in the example presented in Table 1, in which the student provides a Level 1 response prior 
to SLIDER and a Level 3 response following curriculum implementation.  

Box in 

Motion

     

Box at 

Rest

Figure 7. Task 2 Student Explanations
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Table 1.
Task 2 Illustrative Example 

Pre Post
Time-point 1:
R: Is there a net force acting on the box?
S: Yes.
R: Please place the arrow on the picture to show the 
net force. 
S: (Student places the arrow pointing to the right.)
R: Tell me why you placed the arrow there? 
S: Because the man is pushing the box forward.

Time-point 2:
R: …Is there a net force acting on the box? 
S: No.
R: Tell me why.
S: Because there’s nothing moving the box in that 
direction.

Time-point 3:
R: Is there a net force acting on the box?
S: No. 
R: Tell me why.
S: Because nothing is pushing the box in the right 
direction or the left direction.

[Response scored at Rubric Level 1]

Time-point 1:
R: Is there a net force acting on the box? 
S: Yes. 
R: Please place the arrow on the picture to show the net force. 
S: (Student places arrow pointing to the right.) 
R: Tell me why you placed the arrow there? 
S: Because the man is pushing the box and the amount of force 
he’s using is greater than the amount of friction. 

Time-point 2:
R: Is there a net force acting on the box?
S: Yes.
R:  Please place the arrow on the picture to show the net force. 
S: (Student points arrow pointing to the left.) 
R: Tell me why you placed the arrow there? 
S: Because the man is no longer pushing it and the friction is 
greater than the force that is pushing it now. 

Time-point 3:
R: Is there a net force acting on the box?
S: No. 
R: Tell me why. 
S: Because the box has stopped moving, there was no more 
friction affecting it and the box can’t move forward because 
there is no one to push it forward.

[Response scored at Rubric Level 3]

Note: S = Student, R=Researcher.

Task 3

Recall that Task 3 asked students to reason about how a box being pushed with 250N of applied force 
could maintain a constant speed. Students answered the question “Let’s say the figure wants to keep the speed 
at 70. What could the figure do to make that happen?” (See Figure 2). Figure 8 illustrates the distribution of 
students’ scores on the holistic rubric for Task 3. These results suggest some development in students’ un-
derstanding of how balanced forces operate when an object is in motion, with an increase in the number of 
students who explicitly referred to balanced forces when concluding that the figure should push the box with 
125N of force to maintain its speed. At the same time, the persistence of incorrect Level 1 responses and the fact 
that four students exhibited a regressive response pattern, scoring lower on the holistic rubric at post-test than 
at pre-test, suggests that this was a particularly difficult task for many students. These patterns are consistent 
with Wilcoxon signed-rank tests showing a non-significant change in students’ holistic rubric scores for Task 3. 
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Figure 8. Task 3 Pre-Post Rubric Scores by Student. 

Note: Dots represent unchanged rubric scores and arrows represent pre-post changes in rubric level 
scores for each student. See Appendix A for rubric level definitions. 

Figure 9 presents the distribution of student responses to the Task 3 question “What could the figure 
do to keep the speed at 70?”. At both administrations, students who provided an incorrect response were most 
likely to state that the figure should push with a force that is less than 250N but more than the frictional force 
of 125N. Further questioning revealed that a number of students providing this response (two at pre-PA and 
six at post-PA) held the misconception that if the forces were balanced such that the figure pushed with an ap-
plied force equal to the frictional force, the box would stop moving, a misconception that is well documented 
in the science education literature (AAAS, 2010).  Figure 9 also illustrates the number of students who arrived 
at correct responses independently or through prompting at both the pre- and post- administrations of the PA. 
When students provided incorrect (Level 1) responses, researchers engaged students in further discussion in 
order to clarify or more fully reveal students’ understanding. While the intention of these follow-up questions 
was not necessarily to lead students to change their answers but rather to clarify students’ responses, we did 
find that, in some cases, students’ responses in Task 3 evolved over the course of these discussions. A number 
of students at both administrations initially provided incorrect responses but arrived at the correct response 
through discussion; however, students were somewhat more likely to independently provide correct responses 
following the SLIDER curriculum.
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Figure 9. Student Responses to Task 3 Question: What could the figure do to keep speed at 70?

Table 2 presents an illustrative example of one students’ Task 3. Prior to engaging with the SLIDER 
curriculum, the student initially gave a response approximating the scientifically accurate understanding that 
balancing the force with which the box is pushed and the force of friction would result in a constant speed. 
However, the student then changes his response, articulating the alternative understanding that balanced forces 
would cause the box to stop moving. Following SLIDER, the student seems to have revised his understanding 
to confirm his initial conception that balanced forces would produce a constant speed. 

Table 2. 

Task 3 Illustrative Example 

Pre Post
R: Let’s say the figure wants to keep the speed at 70. What 
could the figure do to make that happen?
 
S: They would lessen their force a little bit so that the 
forces would be equal. And then there wouldn’t be a net 
force. But it would keep its speed….No. No. It would just 
make it go down. He would make his force go down a 
little, but not all the way to 125, because that would mean 
the box wouldn’t be moving. So maybe to just about 200, 
or somewhere around there.”

 [Scored at Rubric Level 1]

R: Let’s say the figure wants to keep the speed at 70. What 
could the figure do to make that happen?
 
S: It would cut its force in half because then that would 
balance out the forces and then it would just keep moving 
at a constant speed. 

[Scored at Rubric Level 3]

Note: S = Student, R = Researcher.

Task 4

Recall that Task 4 focused on the concept of inertia and asked students to predict and explain an 
increase in the time required for the figure to reach a certain speed when pushing two boxes versus one 
box.  Figure 10 illustrates the distribution of students’ scores on the holistic coding rubric for Task 4. These 
holistic coding results suggest a progression in students’ understanding of inertia. All but one student provided 
responses indicating an understanding of inertia on the post-PA and there was an apparent shift in the extent 
to which students explicitly applied the concept of inertia to explain what they observed in the simulation. 
These patterns are consistent with Wilcoxon signed-rank tests showing statistically significant changes in rubric 
ratings between pre- and post-PA administrations for Task 4 (Z = -3.72, p < .001). 
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Figure 10. Task 4 Pre-Post Rubric Scores by Student. 

Note: Dots represent unchanged rubric scores and arrows represent pre-post changes in rubric 
level scores for each student. See Appendix A for rubric level definitions

The pattern of student responses provided in Task 4, displayed in Figure 11, provides further evidence 
of a possible progression in student understanding of inertia. On the pre-PA, the majority of students claimed 
that it would take more time or twice the amount of time to push two boxes, explaining that this was either 
because the figure would simply be pushing more mass or because the time required to push the boxes would 
increase in proportion to the mass. On the pre-PA, only two students correctly predicted that pushing two 
boxes would take more than twice the time required to push one box. On the post-PA, students were nearly 
evenly split among predicting that pushing two boxes would require more than twice the amount of time, more 
time, or twice the amount of time. Although only three students provided explanations indicating their under-
standing of inertia on the pre-PA administration, the majority of students invoked inertia following SLIDER 
instruction, with six students independently using inertia to explain the phenomena and ten students doing so 
after prompting (“In your class, you learned about inertia. What can you tell me about inertia that might explain 
why this happened?”).
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Prediction (Before simulation 
video): 
How long do you predict it will take 
the figure to push 2 boxes? 

Prediction Explanation: 
Why do you think it will take ___ 
seconds?

Explanation 
(After Simulation Video): 
Why do you think that happened? 

Figure 11. Task 4 Student Predictions and Explanations
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Table 3 provides an example of a student who provided a Level 1 response on the Pre-PA but earned a 
Level 3 score on the post-PA by spontaneously applying the concept of inertia both in his prediction and in his 
explanation of the simulation video.

Table 3.

Task 4 Illustrative Example

Pre Post
R: When the figure was pushing one box, it took 8 sec-
onds. Now there are two boxes. How many seconds do 
you think it will take for the boxes reach a speed of 70?

S: 16 seconds.

R: Why do you predict ____16_____ seconds?

S: Because there are forces going the other way. So it’s 
going to be harder to push it.

R: (After Video) Why do you think this happened? 

S: Because…I don’t know…because the force was greater 
than with one box. So with two boxes, it was greater force 
keeping…and you’re not changing the force of the push. 
So if you want it to be faster, you’d have to increase the 
force of the push.

R: So it took longer because the force of the push wasn’t 
enough?

S: Yeah.

R: Have you ever heard of inertia? 

S: No.

[Scored at Rubric Level 1]

R: When the figure was pushing one box, it took 8 sec-
onds. Now there are two boxes. How many seconds do 
you think it will take for the boxes reach a speed of 70?

S: (pause). 18. 

R: Why do you predict 18 seconds? 

S: Because it’s more than twice as much as the first one be-
cause I think it will take longer because its more…because 
it’s harder to push something with more mass because the 
inertia is more, so you need more force. 

R: (After Video) Why do you think this happened? 

S: Because there is more mass, which leads to more inertia 
with the boxes the second time around and you need 
more force to push something with more inertia. 

[Scored at Rubric Level 3]

Discussion

This study illustrates the potential of simulation-based PA as a method for exploring students’ devel-
oping conceptions of force and motion. In their discussions of each of the four simulation-based PA tasks, 
students revealed the extent to which they held accurate conceptions of the force and motion concepts within 
the SLIDER curriculum. Implications of findings for each of the four simulation-based PA tasks are discussed 
below. 

Task 1 was intended to be a relatively simple task used, in part, to help students become acclimated to 
the PA format and ease any apprehensions students may have about participating in the performance assess-
ment interview. As expected, students found Task 1 to be simple. By the third tug-of-war scenario, all students 
were able to correctly determine whether there was a net force. While this result highlights the educative po-
tential of simulation-based PAs, it also illustrates one of the complications of using PAs to measure changes in 
student understanding. As is the case with any assessment of pre-post learning, to the extent that the assessment 
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itself enables students to deepen their understanding of a concept or provides feedback that enables students 
to provide increasingly correct answers over the course of task administration, researchers may be limited in 
drawing conclusions about the degree to which results indicate pre-post differences. This difficulty is com-
pounded when performance tasks are designed to elicit simple responses rather than, as in Tasks 2-4, eliciting 
students’ explanations of phenomena. 

Task 2 asked students to reason about the net force within the context of a motion event - a box being 
pushed by a figure and eventually coming to a stop after the figure has stopped pushing the box. Again, students 
demonstrated more sophisticated understanding at post-PA than at the pre-PA administration. Following their 
experience with the SLIDER curriculum, all but five students were able to correctly identify the direction of the 
net force when the box was in motion (being pushed and slowing down) and all students correctly answered 
that the box at rest had a net force of zero. The explanations students provided also became more sophisticated, 
with students frequently discussing the balance of applied and frictional forces within the scenario. 

In Task 3, students were told that the figure pushing a box wanted to maintain a constant speed, after 
which they were asked, “what could the figure do to make that happen?” As the SLIDER curriculum does not 
include activities that explicitly ask students to reason about balanced forces in this way, this task is an example 
of a proximal assessment (Ruiz-Primo, Shavelson, Hamilton, & Klein, 2001) that taps the relevant force and 
motion concepts but is not closely aligned to the curriculum. A greater number of students independently 
gave correct responses to this prompt after SLIDER instruction; however, this task remained relatively difficult, 
with ten students giving incorrect responses on the post-PA. Six of these students explicitly stated the alterna-
tive conception that if the figure pushed with an applied force equal to the frictional force the box would stop 
moving, a result that is consistent with previous conceptual development research documenting students’ al-
ternative understandings related to force and motion (McCloskey, 1983; Ioannides & 2001). Interestingly, this 
alternative conception appeared more commonly on the post-PA than on the pre-PA, where only two students 
responded that the box would stop if forces were balanced. This result may provide further evidence of the 
durability of this particular alternative conception and raises questions about whether and how the curriculum 
influences students’ alternative conceptions in this area. 

Task 4 represents another proximal assessment of students’ developing understanding of physical sci-
ence concepts. Within the SLIDER curriculum, students learn that inertia is an object’s resistance to change in 
motion and they see a demonstration in which they make predictions and observations about the inertia of a 
stationary object (a dumpster being hit by a truck), but students are not asked to reason about inertia under 
different conditions as they are in Task 4 (i.e. one box vs. two boxes). Although this treatment of inertia within 
the curriculum is relatively brief, on the post-PA, the majority of students (n=16) explained the phenomena 
they observed in the Task 4 simulation video (i.e. dramatically increased time for the figure to push two boxes) 
by invoking inertia, with six students doing so spontaneously without prompting. 

The results presented here lend support to the view that when it comes to revealing student under-
standing of difficult science concepts, simulation-based PAs may provide additional insight beyond what is 
obtained using traditional multiple-choice assessments, and more traditional PAs that do not involve inter-
action and discourse. As described above, there are a number of nuances we were able to discern through the 
analysis of students’ responses that would not likely be evident through more traditional modes of assessment. 
For instance, by examining the discourse between student and researcher, we could distinguish students who 
spontaneously gave scientifically accurate responses from those who arrived at correct responses after engaging 
in further discussion with the researcher. Additionally, the study illustrates the particular benefits of simula-
tion-based performance assessment, including the ability to simulate phenomena that would be difficult if not 
impossible to consistently present using physical materials. Although the time and resources invested in the 
development of simulation-based performance assessment tasks was considerable and may not be practical or 
appropriate for all assessment contexts, this approach holds promise for researchers and educators interested in 
gaining deeper understanding of student understanding of science concepts. 
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These advantages notwithstanding, the study is not without its limitations. While efforts were made 
to select a sample representative of SLIDER students in the participating school, these results do not neces-
sarily reflect the learning outcomes of all students who participated in the curriculum. A second limitation is 
the possibility of a test-retest bias. Given that the PA tasks and interview experience were likely quite novel, 
it is possible that students’ pre-PA experience may have influenced performance on the post-PA. However, 
with the post-PA scheduled nearly three months following the pre-PA, we believe it is unlikely that students’ 
remembered specific details or questions within the tasks.  Additionally, with the exception of Task 1 where 
students watched videos illustrating the outcomes of the tug-of-war scenarios, our protocol intentionally did 
not provide students with “correct” answers to the PA task questions. Although the researcher who conducted 
the performance assessment interviews was present in the classroom prior to the pre-PA, she had spent much 
more time in the classroom conducting observations and focus groups with the participating students prior to 
the post-PA, so it is possible that students were more comfortable speaking with the researcher during their 
second PA experience. 

Results from this study suggest a need for future research exploring innovative applications of simula-
tion-based PA tasks. While the tasks utilized for this study required one-on-one interviews, one can envision 
similar tasks that could be administered online, perhaps for use by classroom teachers. Developing online sim-
ulation-based performance assessments that adequately probe student responses to generate useful assessment 
data presents a difficult but perhaps worthy challenge. Additionally, simulation-based PAs used in pre-post 
designs could be further developed by adding metacognitive items at post-PA in which students are presented 
with their previous responses and asked to reflect on changes in their understanding.  

Conclusion 

As performance assessment has emerged as a priority within the science education community, studies 
reporting on the administration and results of PAs will be essential. In addition to providing evidence of science 
learning outcomes of the SLIDER curriculum, this study illustrates the use of simulation-based PA as a prom-
ising method for gaining insight into student understanding of physical science concepts prior to and following 
curriculum implementation. As such, this work provides an opportunity to consider the advantages of PA over 
traditional modes of assessment. Similarly, this line of research raises important questions about the practical 
and methodological limitations of simulation-based performance assessment. 
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Appendix: Simulation-Based Performance Task Rubric
Task Incorrect Correct

Level 0                           Level 1 Level 2                        Level 3

Task 2

Student responds that 
they do not know and/
or gives non-sensical 
responses. 

Student incorrectly 
indicates whether 
there is a net force 
and/or the direction 
of the force (for any 
time point).  

For every time point, 
student correctly indi-
cates whether there is 
a net force and selects 
the correct arrows to 
represent the net force. 
(Yes,R; Yes, L: No, -)

For every time point, stu-
dents correctly indicate 
whether there is a net force 
and select the correct arrows 
to represent the net force. 
(Yes,R; Yes, L: No, -)
AND 
student compares applied 
vs. friction force or discuss-
es balanced forces for any 
time point. 

Task 3

Student responds that 
they do not know and/
or gives non-sensical 
responses. 

Student responds 
that to maintain 
speed, the figure 
should apply a force 
other than 125N. 

Task scored as Lev-
el 1 and recommen-
dation as one of the 
following: 
Stay at 250N
Force Between
Greater than 250N

Student responds that 
the figure should apply 
125N of force but does 
NOT refer to balanced 
forces in explanation. 

Student responds that the 
figure should apply 125N 
of force so the forces are 
balanced.

Explanation Codes: 
Stopping: Student states that if applied force =125N 
box will stop. 
Prompted:  Student begins with Level 1 response but 
through questioning arrives at Level 2 or Level 3 re-
sponse. 
Independent: Student independently states that figure 
should apply 125 N of force so the forces would be 
balanced.

Task 4 Student re-
sponds that 
they do not 
know and/or 
gives non-sen-
sical respons-
es. 

Student provides explana-
tion of increased time that 
indicates alternative under-
standing of science concepts 
(force, motion, inertia, grav-
ity, etc.)

Student explanation 
of increased time 
indicates accurate un-
derstanding of force 
and motion concepts 
but does not include 
inertia.

Student explanation of 
increased time indicates 
accurate understanding of 
inertia.
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tools and learning design
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Abstract: STEM is an educational concept about which little consensus has been reached as to what it is, and how 
it can be taught in schools.  This study provides a snap shot of prominent contemporary research results contribut-
ing to better understanding of STEM and its implementation in education.  In addition, this study tries to tackle 
an issue that school science has traditionally been built around well defined problems for learning purpose.  As 
most real-world problems are ill-defined, this study proposes to implement the notion of STEM to help students 
acquire real-world problem-solving skills by engaging them in an engineering design process, in which students 
use the technology tools of graphic-based programming.  The proposed learning practice is experiential task-based 
learning, in which students are forced to apply and acquire related science and mathematics knowledge during 
their engineering design process.  It is hoped that related rationales and discussions will stimulates researchers and 
educators to adopt or tailor their own learning designs for the current generation of youngsters and promote the 
quality of teaching and learning in STEM.

Keywords: Engineering design; Engineering design process; Experiential learning; Graphic-based pro-
gramming tool

Introduction

STEM is an educational concept about which little consensus has been reached as to what it is, and how 
it can be taught in schools. Opinions vary as to whether it needs to be taught as a discrete subject or should be 
an approach to teaching component subjects, what progression should be followed in STEM education, and 
how STEM learning can be assessed (Pitt, 2009; Williams, 2011). Regarding each component in STEM, the S 
(Science), T (technology), and M (Mathematics) all have well-defined subject content and related courses in 
K-12 education. However, most school teachers are alien to the E, engineering. Katehi, Pearson, and Feder 
(2009) recommend that, in addition to developmentally appropriate knowledge and skills for mathematics, 
science, and technology, K-12 education should also focus on engineering design. Engineering addressed here 
concerns the type that utilizes knowledge in science and mathematics as well as the use of technological tools. 
Engineering or engineering design is about the design and creation of man-made products and a process for 
solving problems (Katehi, Pearson, & Feder, 2009). This design process or problem solving involves a trade-off, 
and takes into consideration what engineers call constraints. One constraint is the laws of nature, or science. 
Other constraints include such things as time, economy, politics, social concerns, available materials, environ-
mental regulations, manufacturability, and repairability. Awareness of these constraints result from knowledge 
of science.
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In fact, engineering design is different from science inquiry. Science inquiry, as defined by the National 
Science Education Standards (NSES p. 23), includes the activities through which students develop knowledge 
and understanding of scientific ideas, as well as an understanding of how scientists study the natural world and 
propose explanations based on the evidence derived from their work. Being used as a way of understanding 
science content, science inquiry helps students learn how to ask questions and use evidence to answer them. In 
the process of scientific inquiry learning, students learn to conduct an investigation and collect evidence from 
a variety of sources, develop an explanation from the data, and communicate and defend their conclusions.

School science has traditionally been built around well defined problems. Much of the curricula and 
teaching practices used in schools have been criticized because their academicism does not give students expe-
rience associated with real-world problems in situations where decisions are not clear cut (Fortus et al., 2004). 
Several researchers and organizations have recommended to restructure school science around real-world is-
sues to help students develop the knowledge and skills necessary in a science and technology rich world (Blu-
menfeld et al., 1991; Fortus et al., 2004). It therefore has been asserted that engineering design process is a 
needed training in school because most real-world problems are ill-defined, lack required information, and do 
not have a known, correct nor best solution (Fortus et al., 2004). In the learning of engineering design, students 
are required to use and integrate their knowledge of both science and mathematics to develop a technologi-
cal solution to a problem. This is not meant to claim a priority of engineering design over scientific inquiry. 
Both science and engineering are equally important. Scientists discover new knowledge by peering into the 
unknown, and engineers need to base on these discoveries to create functional produces (Carlson & Sullivan, 
2004). Scientific inquiry is used to generate data for informing engineering design decisions. In education, 
engineering design can be used to provide contextualized opportunities for science learning (Katehi, Pearson, 
& Feder, 2009). Scientific investigation and engineering design can mutually reinforce each other (Katehi, Pear-
son, & Feder, 2009).

The engineering design manifests the science to be learned and the science that is learned directly im-
pacts the modifications made to the design (Apedoe et al., 2008). The engineering design process does not only 
focus on having students apply the scientific knowledge that they have learned, but also support them to acquire 
and develop scientific knowledge in the context of designing artifacts (Fortus et al., 2005). That is, students 
learn the science concepts while they are engaged in design, rather than learning all the relevant concepts and 
then applying them to a design challenge. This elaboration not only reveals the relationship between scientific 
inquiry and engineering design, but also stands against the misconception of replacing scientific inquiry with 
engineering design, a mistake made by many school teachers in their early stage of implementing STEM.

Moreover, although the demand for engineers is increasing, the number of students pursuing careers 
in engineering is not (Hirsch et al., 2005). Apedoe et al. (2008) suggest that exposure to engineering design in 
the context of high school science is an effective way to encourage students to consider engineering as an im-
portant career option. Hirsch et al. (2005) established a program to provide school teachers with pre-engineer-
ing curriculum to better prepare students to enter engineering degree programs. The curriculum focused on 
pre-engineering skills and teachers learn to use instructional strategies that support students construct the con-
nections between science, mathematics and engineering. Carlson and Sullivan (2004) also created an integrat-
ed learning program, in which students were introduced to the world of engineering and the iterative design 
process, including the use of technological tools and software. With the spirit of discovery learning spanning 
the K-16 continuum, the integrated program helps prepare and attract a student population whose diversity is 
representative of society at large (Carlson & Sullivan, 2004). A growing emphasis of K-16 engineering program 
is the preparation and guidance of middle- and high-school students towards the university engineering and 
technology program. In light of the above discussion, this study intended to employ the notion of STEM to 
help students construct scientific understanding and real-world problem-solving skills by engaging them in a 
proposed engineering design process. 

STEM curriculum development
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The curriculum development in STEM requires teachers to set up an appropriate design task, in which 
two criteria are essential (Apedoe et al., 2008). Firstly, the task must be relevant to students’ lives. Using a task 
that has personal relevance to students will increase student ownership and their excitement and interest in 
science and engineering design. Secondly, careful consideration must be given to the materials used in the 
design process, necessitating the use of tools for prototypes and working models. During the working process, 
the science materials need to be reliable and measured easily with these tools. Centered on an engineering 
design, there are two main types of STEM curriculum integration: content integration and context integration 
(Moore et al., 2014a; Moore et al., 2014b). Content integration focuses on the merging of content fields into a 
single curriculum in order to highlight over-arching learning goals, emerging from the subject content in each 
discipline and attributing to a related engineering design process. Context integration focuses on the content of 
one discipline and uses contexts from others to make the content more interesting, relevant, and challenging.

Content integration emphasizes on merging subject matter from multiple disciplines, and creates a 
curriculum that addresses content ideas from a combination of disciplines concurrently (Moore et al., 2014a). 
The curricular units explicitly contain learning objectives from individual STEM disciplines. For example, a 
socially relevant issue in improving quality of life, a STEM teacher might teach a unit that focuses on developing 
a coating to reduce frictional resistance of hip replacement joints to increase the lifespan of the product (Moore 
et al., 2014a). A stronger coating would increase the lifespan of hip replacements, reducing recipients’ need 
for additional replacements. As another example, designing a method to clean up water in polluted ponds can 
incorporate a meaningful engineering design as part of the design method. This would introduce students to 
biological elements of clean water such as relationships within the ecosystem, and have students doing mean-
ingful data analysis such as measuring pH, nitrogen, and phosphorous levels over time (Moore et al., 2014c), 
which allows the integration of content from multiple disciplines, including mathematics, chemistry, physics, 
biology, and biomedical engineering.

On the other hand, context integration accents one discipline while using a second to frame the lesson 
content for the purpose of creating meaning and relevance (Moore et al., 2014a). That is, context integrations 
places the focus of one discipline above others and use the secondary disciplines to provide a setting or situation 
that creates meaning and relevance for learning the primary content (Moore et al., 2014c). In these situations, 
STEM content integration is meant to reveal connections between disciplines and make tasks more meaningful 
and interesting for the students, but the curricula does not seek to address any learning objectives from the 
secondary disciplines (Moore et al., 2014b). For example, the context could be a company that is examining 
the reliability of tires to increase the vehicle safety. The context is engineering, but the unit focus is statistics 
in math, specifically Chi-square testing. Another example is counting pelican colonies from aerial photos to 
save pelican nests from damage. The context is engineering design with environmental issues, but the content 
is mathematics: unit area, perimeter, density, and early ideas of ratio and proportional reasoning (Moore et al., 
2014c).

No matter the method of content or context integration, combining content from multiple disciplines 
in a meaningful way is not an easy task. It is important to ensure that the essential aspects of each subject con-
tent areas are not lost through the process of integration (Glancy et al., 2014). Williams (2011) proposed that, 
rather than integration, a more reasonable approach may be to develop interaction between STEM subjects by 
fostering cross-curricular links and the integrity of each subject remains respected. Interaction, rather than 
integration, involves providing links between the subjects when the rationale for such is clear, and is related 
to teachers’ judgments about expected learning outcomes for students (Williams, 2011). Meanwhile, teachers 
must be willing to collaborate with each other and to believe that interactions between subjects will provide 
enhanced learning opportunities for their students. The impetus for meaningful STEM links in schools must 
be grass roots driven, and requires partnerships between teachers with a shared vision (Barlex, 2007; Williams, 
2011).

Finally, it is important to recognize the requirements of STEM curricula (Moore et al., 2014a):
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1. the context must be relevant and motivating so students develop personal connections to the learning,

2. students must engage in the design process that develops students’ creativity and higher-order thinking 
skills,

3. students should have opportunities to learn from failure and redesign,the main objectives of the lesson 
must include meaningful and important mathematics and/or science content,

4. the lessons that incorporate non-STEM content, such as reading or social studies, are suggested,

5. the lessons must incorporate and emphasize teamwork and communication.

When the STEM curricula follow the above requirements, it is expected that the learning practices 
will (1) increase student interest in STEM disciplines, (2) deepen student understanding of each discipline by 
contextualizing concepts, (3) broaden student understanding of STEM disciplines through exposure to socially 
and culturally relevant contexts, and (4) encourage student to enter STEM fields (Moore et al., 2014a).

Challenges in implementing engineering

Contrary to many common education practices, engineering does not assign learning to stand-alone 
subject domains. Engineers use their understanding of subject-area knowledge and associated skills to under-
stand the problems and make use of tools to test solutions (Katehi et al., 2009). One of the fundamental aspects 
of engineering is mathematics, which provides a means to represent relationships and properties, and to devel-
op models for predicting outcomes. Mathematics, science, and technology provide the content knowledge of 
the world, in which problems need to be resolved through engineering design processes. Many of the concepts 
introduced in the classroom present engineering opportunities (Mann et al., 2011). For example, students learn 
about the properties of materials, the motion of objects, the phenomena of light, the transfer of heat, and the 
conduction of electricity. In the engineering design for electricity and magnetism (Mann et al., 2011), students 
are required to use their knowledge of electrical circuits to create an electrical and/or magnetic invention that 
serves a purpose (e.g., alarm circuit and electromagnet). In this case, the science concepts and technology 
knowledge include: Power, Voltage, Resistance, Insulators, Circuits, and Magnetism. The required mathemat-
ical concepts is Algebra: application of a variety of formulas for basic circuit design and measurement. These 
statements reveal the interwoven relationships among subject domains in STEM.

Oftentimes, engineering is viewed wrongly as a separate entity, and teachers hesitate to add more to 
their curriculum. Some teachers experience anxiousness because they are unfamiliar with engineering concepts 
and careers, feel uncomfortable with open-ended problems when using the design process, or express concern 
with problems that do not have one right answer (Katehi et al., 2009; Mann et al., 2011). Claims of not having 
time and minimal knowledge, in addition to a perception of being overworked, result in the conclusion that 
engineering cannot be added into the curriculum (Douglas, Iversen, & Kalyandurg, 2004; Mann et al., 2011). It 
should also be clarified that integrating engineering into current teaching does not mean adding new curricu-
lum. Engineering concepts could be demonstrated in all content areas but seldom are recognized as engineer-
ing.

It is therefore crucial to help teachers build up a descent understanding and attitude toward engineer-
ing design, which is not a new topic nor an un-precedent action to be added to students’ existing over-loaded 
school work. People all naturally engage in design. People all use tools and materials purposefully when trying 
to suit their needs; thus, the capacity for design is a fundamental human aptitude (Fortus et al., 2004; Roberts, 
1995). It is optimistic to expect that design-based activities have the potential to address a basic capability 
existent in all students (Fortus et al., 2004). Design is a particular, but representative, instance of real-world 
problem-solving, having no prescribed path leading from the required specifications to the final product design 
(Bucciarelli, 1994; Fortus et al., 2004). As the design product is the result of a wide range of value judgments, it 
is difficult to determine if a design product is the best solution to the requirements.
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Engineering design process

Engineering design requires the linkage of (1) narrative discussion/description, (2) graphical explana-
tions, (3) analytical calculations, and (4) physical creation, and the connection of math, science and technology 
can be present in the design processes (Wicklein, 2006). Hence, engineering design might serve to form moti-
vating contexts to integrate the other three STEM disciplines (Katehi, Pearson, & Feder, 2009). The engineering 
design is meant to teach students that engineering is about organizing thoughts to form decision making for the 
purpose of developing better solutions and/or products for problems. The knowledge and skills associated with 
the process of engineering design do not depend on the engineering discipline (e.g., mechanical, electrical, civ-
il, etc.) and/or engineering science (e.g., thermodynamics, statics, or mechanics) that a particular engineering 
problem is related to (Hynes et al., 2011). Design tasks entail developing critical thinking skills associated with 
engineering, technology, and science literacy.

 The present study suggests using the technology tools of graphic-based programming for STEM in 
high schools. In general, graphical-based programming tools have a “low floor” (easy to get started) and a “high 
ceiling” (opportunities to create increasingly complex projects over time) (Lye & Koh, 2014; Papert, 1980; Res-
nick et al., 2009). Resnick et al. (2009) proposed one additional requirement of “wide walls”, supporting many 
different types of projects so students with many different interests and backgrounds can all become engaged. 
For example, App Inventor is the invention of MIT and is hosted at the MIT Center for Mobile Learning (Mo-
relli et al., 2015). App Inventor is a blocks-based visual programming language enabling people with little to no 
previous programming experience to create mobile Apps for Android devices. It aims to transform the complex 
language of text-based coding into visual, drag-and-drop building blocks. The simple graphical interface grants 
novices the ability to design and deploy a basic, fully functional App. The Inventor tool offers various modules, 
which can be selected via “drag and drop”, and added to a screen. Those modules support data collection, in-
cluding making use of the built-in sensors of smartphones. The data accessed by sensors can later be displayed 
on the mobile screen for science learning. For example, smartphones contain a large number of built-in sensors, 
such as accelerometers, gyroscopes, magnetic sensors and light detectors, which allow students to perform 
multiple science measurements in non-classroom settings. Smartphone accelerometers are a simple and easy 
way for students to collect data for the analysis of free fall (Kuhn & Vogt, 2013; Vogt & Kuhn, 2012). From a 
simple measurement like this, the students can understand the decrease/increase of weight when the elevator 
starts/stops the descent. What is more, students can obtain some interesting and scientific conclusions after a 
numerical analysis of the accelerometer measurement data (González et al. 2014). A more complex physical 
system is the physical pendulum, which can be experimentally studied using the acceleration and rotation (gy-
roscope) sensors available on smartphones (Monteiro et al., 2014). On an amusement park pendulum ride, the 
resulting data in the measurements of the radial and tangential acceleration and the angular velocity obtained 
with smartphone sensors can be graphed to assist in the creation of force diagrams to help students explain 
their physical sensations while on the ride (Monteiro et al., 2014; Vieyra & Vieyra, 2014). Students relate the 
graph of force diagrams to physical points on the ride and use Newton’s laws of motion to explain and justify 
their physical sensations at those points on the ride. In this example, where the acceleration leads to forces 
experienced throughout the body, the connection between the experience of forces on and in the body and the 
mathematical description of motion helps students gain a deepened understanding of mechanics and its rele-
vance outside the classroom (Pendrill & Rohlen, 2011).

 This study proposes giving students the opportunity to design mobile apps for their science learning. 
Students can prepare the software applications in the computer lab, defining the goal of the App, i.e., the data 
they need to collect and how to be collected for later applications. Once the application design is completed, 
it can be saved and later executed on a smartphone. Students are empowered with the capability to design 
and interact with the physical world through their own insight and programming determination. Xie et al. 
(2015) argued that the convergence of computing, connectivity, and content enables people to leverage their 
smartphones to solve problems they encounter in their daily life. For the students without much experience 
in computing programming or capabilities in operating sophisticated technology tools which are unaffordable 
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for most high schools, the proposed graphic-based programming tools provide support and motivation for 
students participating in engineering design processes. For the specific case of App Inventor, it empowers all 
students to transition from being consumers of mobile learning applications to becoming creators through 
STEM engineering design processes.

Some suggestions about what students need to do and how teachers should help during the process of 
engineering design are adopted from Hynes et al. (2011). The further elaboration of the suggestions is given 
below. The suggestions should not be read as a rigid set of guidelines that must be followed, but rather as a set 
of guiding principles to consider in the teaching and learning of engineering. The engineering design process 
is a cyclical, stepwise process for solving real-world engineering problems. Oftentimes the task requires some 
jumping around from step to step.

Identify and define problems

When students are capable of identifying a need or problem in a given situation, they should be provid-
ed with the opportunity to do so. The problems should be ill-defined, and students need to acknowledge the de-
sign goals and identify the necessary constraints imposed on the problem. In addition, students might be given 
the opportunity to decompose a given situation in order to frame a problem in their own words (Koehler et al., 
2005, Lemons et al., 2010). The problem needs to be open-ended with many possible solutions. This approach 
not only increases the likelihood of the students taking ownership of the problem, but it also provides students 
with an opportunity to practice critical thinking skills (Hynes et al., 2011). As the problem is ill-defined, stu-
dents need to conduct some background research, and understand that there are many science and mathe-
matics issues to consider when solving a real-world issue. Learning may begin with an exploration of students’ 
interpretations and understandings of the science concepts to be addressed (Apedoe et al., 2008; Taber, 2003). 
Students will recognize that they need to fully explore the problem in order to be well-informed as to how to 
solve it. At this moment, teacher may scaffold the related curriculum which is necessary to the students. This 
approach allows students to comprehend that research is integral to the process of engineering design (Ennis 
& Greszly, 1991). As students research the need or problem and discover new ideas or constraints, they will 
redefine and clarify the problem. 

Develop and select possible solution(s)

The ultimate purpose of engineering design is to create a solution or an end product that solves the 
problem. Students need to be able to justify and rationalize the solution which they pursue. This requires that 
a better possible solution be selected for the project. What may seem the best for one person may not always 
seem best for another person. Recording possible solutions for the design task takes into consideration the 
need for planning and teamwork. Students should actively collaborate in groups to foster individual learning 
and creativity. Through this process, students practice their communication skills with others and understand 
tradeoffs while forming ideas within the problem criteria and constraints (Mullins, Atman, & Shuman, 1999; 
Radcliffe & Lee, 1989).

Students are advised that a perfect solution is rarely available to real-world problem. This requires stu-
dents to back-up their ideas with proper evidences and issues that are discovered through research (Dym et al., 
2005). This also assures that students use their knowledge of mathematics and science in their own words to 
make informed decisions, constantly assessing each choice along the way. 

Construct a prototype

Building things is often the concept students have about engineering design prior to exposure to any 
engineering design (Hynes et al., 2011). This is clearly not the case, as the previous two activities describe the 
need for sufficient planning before engineering construction can begin. Iterative prototyping until an final 
product is reached is a key component of this stage (Hynes et al., 2011; Koehler et al., 2005). As students iterate 
on their solution, it is important to allow them to fail and learn from those failures. Regarding the construction 
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a physical model, some students may have the conception of using 3D printer to make their final product, or 
solution to a problem. A 3D printer should be treated as prototype maker, not only an end-product maker. In 
addition, a prototype is a representation or model of the final solution, which can be physical, virtual, or math-
ematical (Hynes et al., 2011). 

There may be a number of prototypes developed throughout the engineering design process that build 
upon each other or represent different characteristics of the final solution (Hynes et al., 2011). The prototype 
may not always perform like the intended final solution. Instead, it should illustrate some fundamental func-
tionality or look of the proposed final solution.

Test and evaluate the solution(s)

Students must develop their own experimental tests based on the constraints and requirements of the 
problem to judge and evaluate their solutions and prototypes (Trevisan et al., 1998). Regarding the proposed 
graphic-based programming tools, students may tinker with quick feedback and interactive computational 
practices such as testing and debugging, which are cognitively less demanding. This allows students to acquire 
computational problem-solving practices more easily. Ultimately, these tools become ‘‘technology-as-partner 
in the learning process’’ (Jonassen, Howland, Marra, & Crismond, 2008, p. 7) and can help students to extend 
these computational practices towards enhancing their general problem-solving skills.

The proposed graphic-programming tools can engage students in the building of digital products, 
thereby enabling programming activities to be used as a means to express their ideas. This can shape students’ 
computational perspective about the computational tools and technological world. That is, computational per-
spectives entail students developing understandings of themselves and their relationships with others and the 
technological world (Lye & Koh, 2014). It is cautioned that the programming experience may be non-educative 
as students are merely doing it in the trial-and-error mode without actively reflecting on their experience (Lye 
& Koh, 2014). Hence, the students ought to be thinking-doing and not just doing (Lye & Koh, 2014).

In this stage of engineering design, students are not expected to get the final solution in the first trial, 
and debugging is one of the required skills to find the solutions. Debugging encompasses four steps: 1) recog-
nize that something is not meeting the goal, 2) either decide to continue to pursue the original plan or come up 
with an alternative, 3) generate a hypothesis as to the cause of the problem, and 4) attempt to solve the problem 
(Bers et al., 2014). In the engineering design process, the steps of evaluating and improving, which require de-
bugging, are particularly important in establishing a learning environment where failure rather than immediate 
success is expected and seen as necessary for the design process (Bers et al., 2014). Debugging skills are not 
limited to the arena of computer science. With appropriate support and explicit instruction, students can trans-
fer debugging skills to activities outside of the programming context (Bers et al., 2014; Klahr & Carver, 1988).

As students have their final solution, they should present the design by detailing the specifications 
of their design and how it works scientifically (Apedoe et al., 2008). In this way, the presentation allows stu-
dents to refine and connect their science and engineering knowledge. Meanwhile, to support the success of the 
above engineering design process and related learning activities, students should have the so-called Engineer-
ing habits of mind (Katehi, Pearson, & Feder, 2009; Basham & Marino, 2013). That is, in addition to acquiring 
knowledge and skills of engineering design, STEM education should also focus on the adoption of engineering 
habits of mind (Katehi, Pearson, & Feder, 2009; Basham & Marino, 2013), which include (1) systems thinking, 
(2) optimism and creativity, (3) collaboration and communication, and (4) attention to ethical considerations. 
Systems thinking requires students to recognize essential knowledge interconnections among the subject do-
mains in STEM and their contributions to the value of engineering. Meanwhile, engineering systems may have 
effects that cannot be expected from the behavior of individual subsystems (Basham & Marino, 2013). In every 
unexpected challenge engineering possibilities and opportunities can be found. Optimism and creativity thus 
are inherent in the engineering design process. Engineering is also about team work which requires engineers’ 
collaboration; collaboration leverages the perspectives, knowledge, and skills of team members to tackle a de-
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sign challenge (Basham & Marino, 2013). During team work, communication is essential to enable understand-
ing of the requirements of an engineering problem, and to explain and justify the prototypes during the design 
process. Ethical considerations draw attention to the effects of engineering on society, including people and the 
environment.

The proposed learning task of engineering design

In science learning (for example Chemistry), complexity comes from its understanding of matter at 
three levels of representation: macroscopic, microscopic and symbolic (Gabel, 1999). Macroscopic refers to the 
observational experience in the laboratory and everyday life; microscopic level means the representation of the 
inferred nature of chemical entities (as atoms, ions, or molecules) and the relationships between them; symbolic 
level is the representation of the identities of entities (atoms, ions, or molecules) (Gilbert, 2005). It is difficult to 
develop an intuitive understanding of the connection between these three levels (Harrison & Treagust, 2002). 
However, integrating the three levels of representation would provide a greater conceptual understanding of 
the subject content (Gabel, 1999). Incorporating hands-on practical work into the chemistry classroom is one 
way to help students strengthen their understanding of the connections between the macroscopic and the 
microscopic (Gabel, 1999). Therefore, the proposed learning task is intended to create a learning environment 
supporting students to integrate multiple types of representations with hands-on work.

The purpose of learning engineering design in STEM is to encourage students to experience engineer-
ing with hands-on activities as a practical application of math and science knowledge. The required hand-on 
activities and exercises of knowledge and skills are aligned with the Kolb’s (1984) experiential learning cycle 
(Fig. 1). During the process of using computational tools for the creation or tinkering, as suggested in this study, 
students access and exercise their knowledge through practical work.

Figure 1. Modified Kolb’s (1984) experiential learning cycle

The experiential learning cycle is proposed to guide the development of micro-activities (creation or 
tinkering with computational artifacts) that integrate these phases and allow for a fluent transition among dif-
ferent types of learning activities in the engineering design process. Kolb argued that learning from experience 
is an appropriate way to acquire knowledge: “Learning is the process whereby knowledge is created through 
the transformation of experience” (Conradi et al., 2011; Kolb et al., 2000). His experiential learning cycle il-
lustrates how learners construct and refine their knowledge through experimentation. After having a concrete 
experience, one can reflect on observations, conceptualize abstractly how it might work, and test these newly 
formed concepts through active experimentation. If the resulting experience and reflection do not fit the con-
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ceptualizations, they are adapted and tested with new experimentations (Conradi et al., 2011). The proposed 
task of engineering design is to tackle one general concern about hands-on activities, in which students do not 
learn the underlying science concepts through these activities, or the knowledge to be learned can be delivered 
through direct instruction (Apedoe et al., 2008; Kirschner et al. 2006). 

In this study, the proposed use of graph-programming tools for STEM learning can support a quick 
tinkering process, when aligned with Kolb’s experiential learning cycle, in which students program the code 
and activate the sensors (active experiment), make measurements and experience the phenomena (concrete 
experience), observe and comprehend (reflective observation), and make assumptions and grasp ideas to plan 
a new trial or conclude the experiment (abstract conceptualization)(Fig. 2). The digital test environment pro-
vides a tangible experience of physical theories and phenomena and supports reflection and conceptualization 
of digital information in situ. Students actively participate as programming engineers in engineering design 
processes. Students access and exercise knowledge and skills in the subject domains of science, mathematics, 
and technology to support their meaningful engineering design. Engineering design provides students with 
possibilities to use various science and math materials that they have been taught throughout their education. 
By incorporating engineering into the frameworks of traditional math and science, the paradigm shifts from 
rigid, content driven, and discipline-specific subject content to a more problem-based engineering design pro-
cess. (Hynes et al., 2011; Koehler et al., 2005).

 

Figure 2. The proposed use of graph-programming tools for STEM learning

The proposed learning design and tools will help students acquire basic technicalities of programming 
which include computational concepts such as variables and loops. This study proposes that, in addition to the 
learning of computational concepts, students need to construct computational programs to access and manipu-
late the scientific data, and to implement the applications they design. Students learn to solve problems and ac-
quire cognitive skills such as causal reasoning and metacognition. These are so-called computational practices, 
through which students can examine problem solving processes during programming. The proposed learning 
context may also entail students developing understandings of themselves and their relationships with the tech-
nology tools, smartphones, and the scientific world of physics, and hopefully transferring these competencies 
for general problem-solving. These are computational perspectives. The concepts, practices, and perspectives 
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are three dimensions of computational thinking required for students (Lye & Koh, 2014; Wing, 2008).

Conclusions

There is little consensus about what STEM is, and how it can be taught in schools. This study is intend-
ed to provide a snap shot of prominent contemporary research and propose some design concepts aiming to 
contribute to better understanding of STEM and the potential of its use in education. In this study, STEM is 
designed to help students acquire real-world problem-solving skills by engaging them in an engineering de-
sign process. The purpose of learning engineering design is to encourage students to experience engineering 
with hands-on activities as a practical application of math and science knowledge. The proposed instructional 
design including hand-on activities and exercises of knowledge and skills has been aligned with Kolb’s (1984) 
experiential learning cycle. Moreover, the technology tools of graphic-based programming are used for STEM 
because graphical-based programming tools have the characteristics of low floor, high ceiling, and wide walls 
(Lye & Koh, 2014; Papert, 1980; Resnick et al., 2009). Further proposed instruction design is the use of mobile 
app authoring tools, with which students can design the mobile apps in the computer lab, save the programs 
and later execute them on smartphones. Students are asserted to be empowered with the capability to design 
and interact with the physical world through their own insights and programming determinations. The conver-
gence of computing, connectivity, and content enables students to leverage their smartphones to solve problems 
they encounter in their daily life (Xie et al., 2015). As the discussions of promising learning potential of the 
proposed designs await justifications, this study sheds new light on STEM and points to new possibilities for 
researchers and educators to adopt or tailor their own learning designs for the current digital-native generation.
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